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Preface

The IEEE Tutorial and Research Workshop on Perception and Interactive Tech-
nologies for Multimodal Dialogue Systems (PIT 2008) is the continuation of a
successful series of workshops that started with an ISCA Tutorial and Research
Workshop on Multimodal Dialogue Systems in 1999. This workshop was followed
by a second one focusing on mobile dialogue systems (IDS 2002), a third one
exploring the role of affect in dialogue (ADS 2004), and a fourth one focusing
on perceptive interfaces (PIT 2006). Like its predecessors, PIT 2008 took place
at Kloster Irsee in Bavaria.

Due to the increasing interest in perceptive interfaces, we decided to hold
a follow-up workshop on the themes discussed at PIT 2006, but encouraged
above all papers with a focus on perception in multimodal dialogue systems. PIT
2008 received 37 papers covering the following topics (1) multimodal and spoken
dialogue systems, (2) classification of dialogue acts and sound, (3) recognition of
eye gaze, head poses, mimics and speech as well as combinations of modalities,
(4) vocal emotion recognition, (5) human-like and social dialogue systems and
(6) evaluation methods for multimodal dialogue systems.

Noteworthy was the strong participation from industry at PIT 2008. Indeed,
17 of the accepted 37 papers come from industrial organizations or were written
in collaboration with them.

We would like to thank all authors for the effort they made with their submis-
sions, and the Program Committee – nearly 50 distinguished researchers from
industry and academia – who worked very hard to meet tight deadlines and
selected the best contributions for the final program. Special thanks goes to our
invited speaker, Anton Batliner from Friedrich-Alexander-Universität Erlangen-
Nürnberg.

A number of organizations supported PIT 2008 including the IEEE Signal
Processing Society, ACL Sigmedia and ACL/ISCA Sigdial. In particular, we are
grateful to Springer for publishing the proceedings in their LNCS/LNAI series.

April 2008 Elisabeth André
Laila Dybkjær

Wolfgang Minker
Heiko Neumann

Roberto Pieraccini
Michael Weber
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Elisabeth André (University of Augsburg, Germany)
Laila Dybkjær (PDC A/S, Denmark)
Wolfgang Minker (University of Ulm, Germany)
Roberto Pieraccini (SpeechCycle Inc., USA)
Heiko Neumann (University of Ulm, Germany)
Michael Weber (University of Ulm, Germany)

Scientific Committee

Jan Alexandersson
Yacine Bellik
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Whence and Whither: The Automatic

Recognition of Emotions in Speech
(Invited Keynote)

Anton Batliner

Friedrich-Alexander-Universität Erlangen-Nürnberg, Lehrstuhl für Mustererkennung,
Martensstraße 3, D-91058 Erlangen, Germany

batliner@informatik.uni-erlangen.de

Abstract. In this talk, we first want to sketch the (short) history of the
automatic recognition of emotions in speech: studies on the characteris-
tics of emotions in speech were published as early as in the twenties and
thirties of the last century; attempts to recognize them automatically
began in the mid nineties, dealing with acted data which still are used
often - too often if we consider the fact that drawing inferences from
acted data onto realistic data is at least sub-optimal.

In a second part, we present the necessary ‘basics’: the design of the
scenario, the recordings, the manual processing (transliteration, anno-
tation), etc. These basics are to some extent ‘generic’ — for instance,
each speech database has to be transliterated orthographically some-
how. Other ones are specific such as the principles and the guidelines
for emotion annotation, and the basic choices between, for example, di-
mensional and categorical approaches. The pros and cons of different
annotation approaches have been discussed widely; however, the unit of
analysis (utterance, turn, sentence, etc.?) has not yet been dealt with
often; thus we will discuss this topic in more detail.

In a third part, we will present acoustic and linguistic features that
have been used (or should be used) in this field, and touch on the topic
of their different degree of relevance.

Classification and necessary ingredients such as feature reduction and
selection, choice of classifier, and assessment of classification performance,
will be addressed in the fourth part.

So far, we have been dealing with the ‘whence’ in our title, depicting
the state-of-the-art; we will end up the talk with the ‘whither’ in the
title — with promising applications and some speculations on dead end
approaches.

E. André et al. (Eds.): PIT 2008, LNAI 5078, p. 1, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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A Generic Spoken Dialogue Manager Applied to an 
Interactive 2D Game 

Andrea Corradini1 and Christer Samuelsson2 

1 University of Southern Denmark 
Institute of Business Communication and Information Science, 

6000 Kolding, Denmark 
andrea@sitkom.sdu.dk 

2 Umbria, Inc., 1655 Walnut St, Suite 300, 
Boulder, CO 80302, USA 

christer@umbrialistens.com 

Abstract. A generic dialogue manager, previously used in real-world spoken 
language applications for databases and call-routing, was redeployed in an ex-
isting spoken language interface to a 2D game system, which required spatial 
reasoning, absent in previous applications. This was accomplished by separat-
ing general, domain, and application specific knowledge from the machinery, 
reusing the machinery and the general knowledge, and exploiting ergonomic 
specification languages for the remaining knowledge. The clear-cut agent-based 
architecture also contributed strongly to the success of the undertaking. 

1   Introduction 

Speech and natural language have been increasingly included as modalities to interac-
tive systems. The rationale behind this trend is the assumption that these modes, being 
natural and common means of communication among humans, would facilitate the 
user interaction with the machine and simultaneously broaden its bandwidth. While 
some researchers criticize such an argument based on some evidence that people 
show different patterns of behavior when they interact with technology as when they 
interact with each other [Shneiderman, 1980], speech and natural language are of 
unquestionable benefit in certain domains and for people with special needs and dis-
abilities [Rosenfeld et al, 2001]. Due to current technological limitations, robust and 
reliable treatment of natural spoken language remains a problem in large domains and 
even in restricted interactive applications, when recognition errors, misunderstanding 
and other sources of communication failures must be taken into account. This calls for 
a system capable to robustly deal with errors and guide users through the interaction 
process in a collaborative manner. 

In state-of-the-art spoken dialogue systems, the dialogue manager is the component 
in charge of regulating the flow of the conversation between the user and the applica-
tion. It interprets information gathered from the user and combines it with a number 
of contextual and internal knowledge sources (such as a dialogue and task history, a 
domain model and ontology, and a behavioral model of conversational competence) 
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in the effort to resolve ambiguities that arise as a consequence of system failures, user 
mistakes, or under specifications. The dialogue manager eliminates uncertainty 
through clarification and confirmation requests, either explicitly or implicitly, pro-
vides assistance upon request and guides the user by directing the conversation  
towards a definite goal. In the ideal case, this results in a successful and effective 
interaction experience, but in practice, there is a trade-off between more user flexibil-
ity and better system understanding accuracy. Summarized to a minimum, the task of 
a dialogue manager consists in reasoning about external observations (such as the user 
input) in order to update its internal representation of the dialogue and determine what 
action to perform according to a certain dialogue management policy [Levin et al, 
1999]. 

Several architectures for dialogue management have been proposed for this task. 
On the one hand, they have many similarities, as they all share a subset of basic core 
functional components. On the other hand, they exhibit conceptual differences in the 
way the dialogue state is modeled, and in the specification of the strategy that controls 
the dialogue flow. Based on these two features (and small variations thereof), archi-
tectures for dialogue management can be broadly classified into four main classes. 
Finite state systems represent dialogue structure in the form of a network, where 
every node models a question, and the transitions between nodes account for all the 
possible dialogues [Lemon et al, 2001; McTear, 1998]. The nodes of the network are 
sometime augmented with scores determined with machine learning techniques, to 
select optimal network paths [Hurtado et al, 2003]. Finite state systems are theoreti-
cally well-understood, and they can be deployed when the interaction constitutes a 
sequential pre-defined process. Another approach to dialogue management is based 
on frame structures. Typically, each frame consists of slot-value pairs that are filled in 
as the interaction proceeds and are also used to guide the user through the dialogue 
[Hardy et al, 2004; Hochberg et al, 2002; Pieraccini et al, 2001; Seneff and Polifroni, 
2000; Ward and Pellom, 1999; Zue et al, 2000]. This strategy is typically deployed in 
task oriented systems. Its major drawback is scalability. In plan-based architectures 
[Allen et al, 2001; Bohus and Rudnicky, 2003; Chu-Carroll, 1999; Litman and Allen, 
1987; Rudnicky and Xu, 1999] the interaction is driven by a planning process dedi-
cated to achieving certain goals. To accomplish a goal, a sequence of actions (which 
may be sub-goals themselves) is carried out. The dialogue manager is thus simultane-
ously a reasoning, inference, and optimization engine, which employs its plans to 
achieve its goals, given the available information. The merit of such an approach is its 
ability to handle complex situations, but the drawback is that it quickly becomes 
computationally intractable. A different recent approach [Bos, 2003; Larsson and 
Traum, 2000; Lemon et al, 2006] introduces the concept of information state to model 
dialogues, explaining previous actions, and predicting future actions. 

We here deploy an existing, generic, plan-based, slot-filling dialogue manager to 
an interactive game, where users play a board game using a GUI, as well as spoken 
and/or typed natural language. The structure of this article is as follows. Section 2 
gives a general system overview, while Section 3 focuses on the dialogue manager 
and provides a worked example. Eventually, a short discussion concludes the paper. 
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2   System Overview 

A sketch of the system architecture is given in Figure 1. It consists of a set of agents 
that communicate with each other by means of the OAA agent architecture [Cheyer 
and Martin, 2001]. 

 

 

Fig. 1. A sketch of the overall system architecture 

2.1   The Pentomino Game Domain 

Pentomino is the popular board game of choice for our application. This puzzle game 
is named after the well-known Domino from which it differs only because its pieces 
are formed by joining five, instead of just two, equal sized squares together along 
complete edges. Excluding isomorphism (i.e. rotations, flipping and combinations of 
them), there are only twelve possible pieces. In Pentomino the player has to use up the 
set of pieces and land them into a predefined grid-shaped game board (see Figure 2). 
From a mathematical perspective, Pentomino is a particular type of Polyominos 
[Golomb, 1965] and as such it is considered an exact mathematical science. 

Here, it was realized as a set of agents, controlled by a main GUI manager, which 
implemented the rules, logic, and presentation of the game, game position, and game 
history. It allows users to play the game through spoken and/or typed natural language 
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or direct manipulation, i.e. via a mouse to click, drag, and drop. The user can choose 
to play in a slightly more challenging way by using the game timer and by attempting 
at producing a complete solution of the puzzle within the shortest time possible. 

2.2   Syntax-Driven Semantic Parser  

Players are shown a GUI version of Pentomino (see Figure 2) that they can play using 
either mouse or keyboard or speech or a combination of two or more of these modali-
ties. In order to allow users play with the game GUI using speech, we use the Sphinx-4 
[Walker et al, 2004] open source speech recognizer. Sphinx-4 is a flexible state-of-the-
art decoder capable of performing many different types of recognition tasks. It supports 
all types of HMM-based acoustic models, all standard types of language models, and 
several search strategies. It can be used along with a JSGF grammar or with an N-gram 
language model in which case syntactic parsing is not performed by Sphinx-4. Cur-
rently, our parser can be used in case where either Sphinx is run using a JSGF1 gram-
mar or the decoder is bypassed and input is typed-in. 

The spoken or typed user input is parsed into a term structure in several steps. The 
first step is done either by the ASR engine, using a recognition grammar, or by a 
separate syntactic parser, using the very same grammar. Both of these work as a re-
cursive transition network, transducing the input speech or text into a flat semantic 
representation, consisting of a sequence of pairs and triples. The semantic parser then 
chunks this sequence, and each chunk is matched against a set of predicates to create 
one or more term-structured semantic forms. This output is similar to the predicate-
argument structure produced by a syntactic parser using application-specific composi-
tional semantics (see [Corradini et al, 2007] for more details). Such semantic forms 
constitute the input to the dialogue manager (DM). 

2.3   Dialogue Manager Assistants 

The dialogue manager itself, and its key components, are described in the next sec-
tion. It does however have some assistants, from which it can request additional in-
formation. Among them, the spatial reasoner, which informs the dialog manager 
about spatial relations between given Pentomino pieces, and the board manager, 
which provides the location, shape, and color of all Pentomino pieces, are among 
these important components. They report to either the GUI module or the DM (in 
Figure 1 they are actually depicted within the DM module itself), but should be seen 
as independent contractors. 

3   The Dialogue Manager Proper 

The core dialogue manager is best viewed as a high-level corporate executive officer. 
It knows virtually nothing about what it's managing, and must constantly request 
information from its underlings. This analogy is also apt, in the sense that it employs 
greedy algorithms, but delegates all actual work. This has the advantages that less 

                                                           
 

1 Java.sun.com/products/java-media/speech/forDevelopers/JSG 
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expensive resources can do most of the work; and that the dialog manager is highly 
portable, and readily redeployed elsewhere. 

Key design features of the dialog manager include that it: 

1. partitions knowledge three ways: general, domain-, and application-specific, 
reusing the first two when possible; 

2. separates general dialog behavior from domain-specific behavior, handling the 
former with a goal-based planner and the latter with a utility-based reasoner; 

3. formulates all application and domain knowledge in intuitive, high-level 
specification languages, which non-programmers can easily master; 

4. keeps all data representation and interfaces generic and spotlessly clean, and 
the tasks of each component clear-cut and limited in scope; 

5. recasts extra, specialized reasoning in existing terms, or relegates it to dedi-
cated components; 

6. and solicits information not only from the user, but interacts freely with other 
modules, especially with the client back-end system (typically a relational 
database or CGI-like transaction system) 

 

This stern design austerity has paid off in terms of reusability, and in ease and speed 
of application development. In fact, the very same dialog manager, together with 
several of its components, has been used in spoken dialog front-ends to database 
query systems, call-routing applications, and transaction systems [Chu-Carroll, 1999; 
Chu-Carroll and Carpenter, 1999]. 

3.1   Dialogue Manager Internals 

The dialog management machinery consists of: 

• a goal-based planner; 
• a utility-based reasoner; 
• a discourse manager; 
• a response generator; 
• some agent wrapping. 

 

The discourse manager maintains a summary of the dialogue this far. The response 
generator is responsible for producing text strings to be synthesized by the TTS and 
valid game commands for the GUI to carry out. The other relevant components are 
described below. Other supporting components to them can be added: here, for exam-
ple, a reference resolution resolver to disambiguate references to objects and entities 
in the game world. The dialogue manager requires the following application-specific 
resources: 

• a domain or application ontology; 
• the set of possible back-end transactions; 
• a set of plans and executable primitives; 
• a set of response templates; 
• a utility function; 
• an interface to the other system modules. 



 A Generic Spoken Dialogue Manager Applied to an Interactive 2D Game 7 

The first four of these are created using ergonomic specification languages i.e. a 
specification language appropriate for the skill set of the developer that minimizes his 
or her cognitive load. 

The first two vary little within a given domain and task type. For instance, building 
a transaction system for the next bank consists mostly in changing the actual names of 
low-level entities in the ontology and changing some back-end transactions. Clients 
however differ widely in how they want the system to behave and in the details of its 
responses, so both third and fourth item (and managing client expectations) outlined 
above can easily swell to encompass the lion share of all development effort. 

The utility function for our current game system is based on arriving at a single 
transaction i.e. a complete valid (semantically and pragmatically) game command to 
send to the back-end system for the GUI to carry out. For a call-routing system, it 
would instead guide the user towards a unique destination. For a relational database, it 
could be much more complex, factoring in estimated or actual query response times 
and answer sizes. Although a fascinating area of inquiry, this falls beyond the scope 
of the current paper. 

Interfacing with other modules is typically quite straightforward as it relies on 
Prolog-like message passing within the OAA framework. The particular interfaces to 
the semantic parser, the spatial reasoner, and the GUI manager are discussed below. 

3.2   Semantics 

A set of alternative hypotheses constitute a semantic form (SF). Each hypothesis con-
sists of a set of slot-value pairs (as a matter of fact, we use quads of slot-operator-
value-score rather than slot-value pairs; the score measures certainty; the operator 
handles local quantifiers, when interfacing with relational databases) interpreted as a 
conjunction. A hypothesis is inconsistent, if it contains multiple values for any key. 

Semantic forms can be combined disjunctively, taking the union, and conjunc-
tively, taking the cross product, of their hypotheses. Each back-end system call is 
formulated as a hypothesis; their disjunction constitutes a SF defining the set of pos-
sible transactions. No transaction may be a subset of another one. 

The key goal is to find a unique game move, which is a subset of all consistent hy-
potheses of a particular SF, namely the resulting SF in Step 3 in the Dialogue Logic 
below, and where no other move is a subset of any of its consistent hypothesis. 

3.3   Dialogue Logic 

Here an outline of the deployed dialogue manager's logic: 

1. The DM gets a user semantic form from the parser. 
2. If it is a non-domain SF, it's handled by the goal-based planner. For ex-

ample, if the user said “What was that?”, the DM resubmits its latest ut-
terance to the TTS system, possibly after rephrasing it, whichever the 
plans for achieving this goal under the prevailing dialogue circumstances 
call for. Or, if the user typed-in “quit”, the DM will request an appropri-
ate good-riddance message from the response generator, send it to the 
TTS component, and plunge into the overall system resource pool. 
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3. If it is a domain SF, the DM requests the current working SF from the 
discourse manager, combines the two with the transaction SF from the 
previous section, and delegates finding the best dialogue move, given  
the resulting SF, to the utility-based reasoner (unless that SF is compati-
ble with a single transaction, see the previous section, in which case the 
move consists of the corresponding back-end system call). 

4. The latter returns the dialogue move with the highest expected cost-
benefit, in this case, either a call to the spatial reasoner (which is free of 
charge and has a non-negative expected benefit) or the user query mini-
mizing the expectation value of the number of remaining possible back-
end transactions. User queries and requests to other agents can be  
assigned different costs, probabilities of success, and prior distributions 
over the responses. 

5. If the best dialogue move requests information from the spatial reasoner, 
the latter is invoked, the gathered facts are added to the discourse man-
ager's current working semantic form, and off we go to Step 3. 

6. If it is a user query, it is sent to the response generator, together with ad-
ditional discourse information. 

7. The response generator selects its highest ranked matching response tem-
plate. Catch-all templates guarantee that some response, if awkward, is 
given; more specific templates create wordings of greater grace and clar-
ity. Since users tend to adapt to their conversational partner [Pearson et 
al, 2006], all responses must be in vocabulary and covered by the recog-
nition grammar. 

8. Off we go to Step 1. 

This logic resides in the set of plans, most of which can be recycled (modulo client 
interference) as they characterize the DM as an interlocutor. There must also be plans 
for when the current working SF allows no back-end transactions, plans to identify 
and correct user misconceptions, etc. 

This is where the domain ontology comes in handy. If two attributes of an ontology 
entity conflict throughout the SF, e.g., shape and color, this is a golden opportunity 
for a system response like “Sorry, there is no red cross. There is a blue cross and two 
red pieces: one L and the other W-shaped. Which one do you mean?” to the user input 
“Select the red cross” given that there is no cross-like pieces of red color in the game. 

The underlying discourse mechanism is the same as for other clarification requests. 

4   Worked Example 

A worked example borrowed from an interaction with a human user may clarify the 
dialogue manager's modus operandi. Let’s consider the Pentomino board in Figure 2 
and the following log of user and agent message passing. 

During this dialogue fragment, these are the messages that are exchanged among 
the system components. For the sake of clarity, we omit the irrelevant ones. BM 
stands for board manager; ASR for speech recognizer (or type-in console) RG for 
response generator; UBR for utility-based reasoner; and DM INT is the parser seman-
tic form, recast in the DM format. 
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DM to RG:   greetUser 

RG to DM to TTS: "Welcome to Pentomino!" 

DM to RG:   initPrompt 

RG to DM to TTS:  "What's your move?" 

USER to ASR:   “I wish to select the upper piece” 

PARSER to DM:  select( piece(col(upper,no,no), id(no),shape(no) ) 

DM INT:   [[pieceAct=select,vert=upper]] 

DM to BM:   request(piecesOnboard) 

BM to DM:   piecesOnboard([  

piece(col(upper,left,red),id(3),shape(x)), 

piece(col(no,no,cyan),id(5),shape(z)), 

piece(col(lower,right,red),id(7),shape(p)), 

piece(col(no,no,purple),id(11),shape(l)) ]) 

DM INT:   [ [color=red,hor=left,id=3,shape=x,vert=upper] 

        : 

     [color=purple,hor=no,id=11,shape=l,vert=no] ] 

DM to BM:   request(piecesRestArea) 

BM to DM:   piecesRestArea([  

piece(col(no,no,red),id(0),shape(v)), 

piece(col(no,no,red),id(1),shape(t)), 

piece(col(no,left,red),id(2),shape(w)), 

piece(col(no,right,red),id(4),shape(u)), 

piece(col(no,no,red),id(6),shape(f)), 

piece(col(no,no,red),id(8),shape(i)), 

piece(col(upper,no,red),id(9),shape(n)), 

piece(col(lower,no,red),id(10),shape(y)) ]) 

DM INT:   [ [color=red,hor=no,id=0,shape=v,vert=no] 

     : 

  [color=red,hor=no,id=10,shape=y,vert=lower] ] 

DM to UBR:   [ [action=pieceAct,color=red,hor=left,id=3, 

    pieceAct=select,shape=x,vert=upper], 
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   [action=pieceAct,color=red,hor=no,id=9, 

    pieceAct=select,shape=n,vert=upper] ] 

UBR to DM to RG:  wh-question(shape,[n,x]) 

RG to DM to TTS: "Is the piece n- or x-shaped?" 

GUI:    both pieces n and x get highlighted  

 
 

Fig. 2. Graphical interface of the interactive game 
 
Upon quitting the game, the following typical situation occurs in terms of message 

passing. 
 

DM INT:  [[specReq=quit]] 

DM to RG:   bidUserFarewell 

RG to DM to TTS:  "Thanks for playing Pentomino!" input 
 

The DM is clearly the brain of the system, issuing commands to the other agents. 
Here, the DM did not need to call on the spatial reasoner, as the semantic parser pro-
vided the required spatial information; if some user utterance had instead referred to 
piece locations relative to other pieces, this would have been necessary. 

5   Conclusions 

It is said that knowledge is power. Encapsulating knowledge, reusing what can be 
reused, and providing good specification languages for what remains, allows rapid 
application development. To stick to our corporate officer metaphor, we doubt that he 
can be effective without some understanding of what he is managing, but the de-
scribed DM supports the claim that certain aspects of good management are universal. 
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There is another good reason for minimizing the DM's knowledge content: changes 
may go undetected by the DM (in this case, through the use of direct manipulation) 
and tracking any specific change should be the task of a single component, which, 
upon request, propagates this change to the rest of the system. Thus, the DM does not 
assume that the locations of the Pentomino pieces remain the same between turns; it 
asks the board manager for this info. 

Note the three-tier knowledge division: general, domain, and application together 
with the separation of knowledge from problem solving machinery. The machinery 
and the general and domain-specific knowledge constitute the reusable resources. 
Investing in improving these assets yields large dividends. 

Our system relies on a clean, standardized interface and agent architecture where 
each large task is broken down into several limited, clear-cut subtasks. Each compo-
nent does one thing only, and does it fairly well. We demonstrated that a generic DM, 
also utilized in real-world spoken language applications for databases and call-routing 
systems, could be redeployed with little effort in a spoken language interface to a 
transaction system - in this case, to a board game that requires spatial reasoning, ab-
sent in previous applications. 

Despite evaluating this kind of DM authoring convenience over multiple different 
applications is very difficult, preliminary on-going usability studies with human sub-
jects seem to indicate a significant degree of user satisfaction. Dialogue management 
is still a relatively young science and at this stage of our development, we believe that 
our empirical experimental results should be weight heavier than any theoretical 
building. In other words, the DM built and deployed so far has proved its feasibility at 
all the tasks it has been applied to in our restricted domain. 

Currently, we have to expand and elaborate on the templates for clarification re-
quests and system feedback sentences. 
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Abstract. The primary aim of this paper is to present the implementa-
tion of adaptive dialogue management in the NIMITEK prototype spo-
ken dialogue system for supporting users while they solve problems in
a graphics system (e.g., the Tower-of-Hanoi puzzle). The central idea is
that the system dynamically refines a dialogue strategy according to the
current state of the interaction. We analyze a recorded dialogue between
the user and the prototype system that took place during the testing
of the system. It illustrates several points of the implemented dialogue
strategy: processing of user’s commands, supporting the user, and mul-
tilingual working mode.

1 Introduction

A possible explanation for the importance of dialogue strategies in human-
machine interaction (HMI) lies on the fundamental level. One of the reasons
relates to existing limitations of automatic speech recognition (ASR) technol-
ogy. [Lee, 2007, p. 25] notes that state-of-the-art ASR approaches still cannot
deal with flexible, unrestricted user’s language. Therefore, problems caused by
misunderstanding a user that refuses to follow a predefined, and usually restrict-
ing, set of communicational rules seems to be inevitable. A requirement for a
habitable language interface that implies a need for dialogue strategies is related
to generating a system response when a sentence uttered by the user cannot
be parsed or understood. The response should be informative enough to allow
the linguistically naive user to immediately correct the faulty sentence appro-
priately [Guindon, 1988, p. 191] and in a form that is comprehensible for the
user [Carbonell, 1986, p. 162]. However, the limitations of technology are by no
means the only reason. Problems in the communication may also be caused by
affected behavior of the user or by lack of knowledge or interest in the user’s
attitude. In general, a dialogue strategy should support the user to overcome
diverse problems that occur in the communication.

The primary aim of this paper is to present the implementation of adaptive
dialogue management in the NIMITEK prototype spoken dialogue system for
supporting users while they solve the Tower-of-Hanoi puzzle. The central idea is
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that the system dynamically refines a dialogue strategy according to the current
state of the interaction (this includes also the emotional state of the user, as
we discuss bellow). This paper presents further development and integration of
three lines of our research: collecting and evaluating corpora of affected behavior
in HMI [Gnjatović and Rösner, 2006], modeling attentional state on the level of
a user’s command [Gnjatović and Rösner, 007a] and designing adaptive dialogue
strategies [Gnjatović and Rösner, 008a], [Gnjatović and Rösner, 007b].

2 What Should a Dialogue Strategy Address?

Before we design a dialogue strategy, it is necessary to define what it is aimed for.
In our scenario, a dialogue strategy is aimed to address a negative emotional state
of the user. We differentiate between three emotional states: negative, neutral and
positive. However, to design and implement an appropriate dialogue strategy, it
is necessary to define what the non-neutral user states exactly represent. More
precisely, these states should be explained in light of the purpose for which the
prototype system was planned in the first place. Therefore, we resort to the NI-
MITEK corpus [Gnjatović and Rösner, 2006] in order to get a better insight in
emotion and emotion-related states of the users. There are two main reasons for
this approach: (i) the application domain planned for the prototype system is
also used in the WOZ simulation conducted to collect the corpus; and (ii) the
WOZ simulation was especially designed to induce reactions to diverse problems
that might occur in the communication.

The first phase of the evaluation process [Gnjatović and Rösner, 2006] had the
primary aim to assess the level of ecological validity of the NIMITEK corpus.
This phase demonstrated a satisfying level of ecological validity of the corpus.
The subjects signaled genuine emotions overtly and there was a diversity of sig-
naled emotions, emotion-related states and talking styles, as well as a diversity
of their intensities. The important fact of the first evaluation phase is that the
choice of annotation labels was data-driven—the evaluators were allowed to in-
troduce labels according to their own perception, cf. [Batliner et al., 2006]. Thus,
some of the introduced labels represent different but closely related emotions or
emotion-related states. We mention a few of these relations between the labels,
according to the explanations given by the evaluators:

– The labels confused and insecure are closely related to the label fear that
was graded with low intensity of expressed emotion. This relation is even
more obvious if we keep in mind that the label fear was never graded with
high intensity during the evaluation process.

– The label disappointed is closely related to the label sadness graded with
low intensity of expressed emotion.

– The label pleased is closely related to the labels joy (graded with low inten-
sity) and surprised.

Therefore, there was a need to group labels that relate to similar or mixed
emotions or emotion-related states. Following clarifications collected from the
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Table 1. The ARISEN model of user states

Class Mapped labels
Annoyed anger, nervousness, stressed, impatient

Retiring fear, insecure, confused

Indisposed sadness, disappointed, accepting, boredom

Satisfied joy, contentment, pleased

Engaged thinking, surprised, interested

Neutral neutral

evaluators, we mapped these labels onto six classes that form the ARISEN model
of user states.

To prove the appropriateness of this mapping, we performed the second phase
of the evaluation. The experimental sessions evaluated in the first phase were
re-evaluated in the second phase by a new group of evaluators. There are two
main differences in the second phase with respect to the process of evaluation:

– The set of annotation labels were predefined. The evaluators could use only
labels from the ARISEN model.

– The re-evaluation was performed over smaller evaluation units. In the first
phase, the evaluation unit was a dialogue turn or a group of several succes-
sive dialogue turns. Such units were selected to demonstrate that emotional
expressions are extended in time. Also, a collection of larger units was also
valuable, because they function more directly in the realization of higher-
level patterns [Halliday, 1994, p. 19]. The evaluation material was divided in
424 evaluation units. In the second evaluation phase, we used finer selection
of units—the same evaluation material is now divided in 2720 evaluation
units.

Each evaluation unit was evaluated by four or five German-speaking evaluators.
They performed the perception test independently from each other. To each
evaluation unit evaluators assigned one or more labels from the ARISEN model.
Similar as in the first evaluation phase, we used majority voting in order to
attribute labels to evaluation units. If at least three evaluators agreed upon a
label, it was attributed to the evaluation unit. The evaluation results are given
in Table 2.

As mentioned above, for the purpose of defining a dialogue strategy we dif-
ferentiate between two non-neutral user states: negative and positive. Using the
ARISEN model, these states are defined as follows:

– negative state subsumes the states Annoyed, Retiring and Indisposed,
– positive state subsumes the states Satisfied and Engaged.

We comment this briefly. A distinction among the user states based on the
valence of the signaled emotion is obviously an important one. The system should
be capable to recognize negative user states as indicators for diverse problems
that may occur in communication. Discussing the arousal, it should be kept in
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Table 2. Results of the second evaluation phase

Evaluation units Number
with no majority voting 315 (11.58%)

with one assigned label 1907 (70.11%)

with two assigned label 476 (17.5%)

with three assigned label 22 (0.81%)

total 2720 (100%)

Label Nr. of eval. units attributed with the label
Annoyed 487 (17.9%)

Retiring 111 (4.08%)

Indisposed 156 (5.74%)

Satisfied 106 (3.9%)

Engaged 1548 (56.91%)

Neutral 517 (19.01%)

mind that it is not expected that a system like the NIMITEK prototype system
would normally provoke emotional reactions of high intensity (at least, if it is
not deliberately planned). It is much more likely that signalled emotions would
relate to everyday emotions that are inherently less intensive (e.g., nervousness,
pleased, insecure, etc.). However, the convincing fact that the most frequently
marked state from the ARISEN model is Engagement points out that the level of
engagement of the user towards a given task should be considered as important.

Now we can answer the question from the beginning of this section. A dialogue
strategy designed to support the user in our prototype system should address the
negative user state on the two tracks: (i) to help a frustrated user to overcome
the problem occurred in the communication, and (ii) to motivate a discouraged
or apathetic user.

3 The State of the Interaction

One of the underlying ideas of our dialogue model is to increase probability
that a communication between the user and the system will not be interrupted,
even with a limited understanding level, c.f., [Luzzati, 2000]. To achieve this,
the system is given a kind of awareness of the state of the interaction in order
to increase the understanding level. We model the state of the interaction as a
composite of five interaction features:

(1) The state of the task in the Tower-of-Hanoi puzzle is defined by the
current positions of the disks.

(2) The user’s command in our scenario may fall in one of the following
classes:

– valid command (i.e., the move is allowed according to the rules of the puzzle),
– illegal command (i.e., the move violates the rules of the puzzle),
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Tower-of-Hanoi

disk1 disk2 disk3

peg11 peg12 peg13 peg21 peg22 peg23 peg31 peg32 peg33

Fig. 1. The focus tree for Tower-of-Hanoi puzzle

– semantically incorrect command (e.g., the user instructs a non-existing com-
mand, such as trying to move a peg instead of a disk, etc.),

– help command (i.e., the user explicitly asks for support),
– switching between interface languages (German or English),
– unrecognized command.

(3) The focus of attention is crucial for processing of user’s utterances
[Grosz and Sidner, 1986, p. 175]. In [Gnjatović and Rösner, 007a], we propose
an approach to modeling the attentional information on the level of a user’s
command. The focus tree is a hierarchical representation of all instances of the
focus of attention that may appear in users’s utterances for a given scenario.
Sub-focus relationships between those instances are encapsulated: each node,
except the root node, represents a sub-focus of its parent node. In addition, we
introduce the rules for mapping of user’s commands onto the focus tree and
for the transition of a current focus of attention. The focus tree for the 3-disk
version of the Tower-of-Hanoi puzzle is given in Figure 1. At any given point,
the current focus of attention is placed on exactly one node from the focus tree.

(4) The state of the user is introduced in Section 2.
(5) The history of interaction collects information about values of other

interaction features, applied dialogue strategies and time stamps.

4 An Adaptive Dialogue Strategy

The NIMITEK prototype system dynamically refines a dialogue strategy ac-
cording to the current state of the interaction. This includes three distinct but
interrelating decision making processes:

Decision 1: When to provide support to the user? The system provides
support when one of the following cases is detected:

– The user does not understand the rules of the puzzle or does not know how
to solve the puzzle.

– The user’s instruction cannot be recognized.
– The user explicitly asks for support.

Decision 2: What kind of support to provide? Two kinds of support can
be provided to the user:
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– Task-Support—explaining the rules of the puzzle and helping to find its
solution.

– Interface-Support—helping to formulate a valid command.

For example, Task-Support is provided in cases when the user instructs an invalid
command or when the history of interaction shows that the state of the task
either draws back from the expected final state or does not make any significant
progress towards the final state. Interface-Support is provided in cases when the
user instructs a command that cannot be recognized or a semantically incorrect
command, etc.

Decision 3: How to provide support? The manner of providing support
is determined by the state of the user. The underlying idea is that the user
in negative emotional state needs a more informative support than the user in
positive or neutral emotional state. Thus, support is provided in two manners:

– Low intensity of support for users in positive or neutral emotional state.
– High intensity of support for users in negative emotional state.

Low intensity of Task-Support means to inform the user that her last move draws
back the state of the task from the expected final state or violates the rules of
the game. High intensity of Task-Support is to inform the user as well, but also
to propose the next move.

Providing low intensity of Interface-Support, the system guides the user to
complete the started command by stating iterative questions (e.g. which disk
should be selected, where to move the selected disk, etc.). High intensity of
Interface-Support is to check whether the started command can be completed
in such a way that it pushes the state of the task towards the final solution.
If so, the system proposes such an automatically completed command to the
user. Otherwise, the system warns the user that the started command is not
appropriate.

These decision making processes are discussed in [Gnjatović and Rösner, 008a]
and [Gnjatović and Rösner, 007b] in more detail. In the next section, we ana-
lyze a dialogue between the user and the NIMITEK prototype system from the
perspective of the approach to dialogue management being introduced.

5 An Example

To illustrate the functionality of the dialogue management module in the NI-
MITEK prototype system, we give an analysis of an actual dialogue between
the user and the prototype system that took place during the testing of the
system. The whole dialogue is given in Figures 2, 6 and 7. Utterances produced
by the user and the system are written in italic, descriptions of non-verbal actions
performed by the system (e.g., moving a disc, etc.) are underlined, and moments
when the system detects a change of the state of the user are given in bold.
The state of the user is provided by the emotion classifier. In this paper we
do not discuss the recognition of emotions in more detail; we assume that the
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information about the state of the user is delivered to the dialogue management
module. In the following subsections, we discuss processing of different types of
user’s commands, providing support to the user and the multilingual working
mode.

5.1 Processing of User’s Commands

User’s commands may take different syntactic forms. Referring to the first part of
the dialogue, shown in Figure 2, we discuss processing of elliptical, complex and
context dependent user’s commands. Processing of user’s commands are closely
related to the notion of the focus of attention and crucially supported by the
focus tree structure introduced in [Gnjatović and Rösner, 007a]. Transitions of
the focus of attention that are relevant for the observed dialogue fragment are
represented in Figures 3, 4 and 5. Changes of a temporary focus of attention are
marked with dashed arrows. Nodes representing temporary focus of attention
are positioned in ovals, while nodes representing the focus of attention after
processing a user’s command are positioned in boxes.

System1: classifies the user state as neutral
User2: Den kleinsten Ring . . . (engl.: The smallest ring . . . )
System3: selects the smallest disk
User4: . . . auf die Drei. (engl.: . . . on the three.)
System5: puts the selected disk on the third peg

User6: Ich möchte gerne die mittlere Scheibe auf Position Zwei
schieben. (engl.: I would like to move the middle disk to posi-
tion two.)

System7: moves the middle disk to the second peg

User8: Den nächsten Ring . . . (engl.: The next ring . . . )
System9: selects the biggest disk

Fig. 2. Dialogue between the user and the NIMITEK prototype system: Part 1

(1) Processing elliptical commands. The commands User2 (The smallest ring
. . . ) and User4 (. . . on the three) are elliptical—in each of them the user gives
only a part of the information that is expected to be contained in a fully formu-
lated command. In the command User2, the system recognizes a focus instance
that relates to the smallest disk. Then it checks if this focus instance can be re-
presented by some of the descendant nodes of the node representing the current fo-
cus of attention. For the given starting focus of attention (placed on the root node
of the focus tree at the beginning of the dialogue), there is such a node—disk1. The
new focus of attention is placed on this node. The same discussion holds for the
command User4. A focus instance that relates to the third peg is recognized. This
focus instance can be represented by three nodes in the focus tree: peg13, peg23
and peg33. However, only one of them is a descendant node of the node represent-
ing current focus of attention—peg13. Thus, the new focus of attention is placed
on this node. The transition of the focus of attention is illustrated in Figure 3.
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Tower-of-Hanoi

disk1 disk2 disk3

peg11 peg12 peg13 peg21 peg22 peg23 peg31 peg32 peg33

Fig. 3. Transition of the focus of attention for the commands User2 and User4

Tower-of-Hanoi

disk1 disk2 disk3

peg11 peg12 peg13 peg21 peg22 peg23 peg31 peg32 peg33

Fig. 4. Transition of the focus of attention for the command User6

(2) Processing complex command. The command User6 (I would like to move
the middle disk to position two) is complex in the sense that it contains words
that are not a part of the vocabulary recognized by the speech recognition mod-
ule. The textual version of this command outputted from the speech recognizer
may be represented as:

<not recognized> the middle disk <not recognized> position two

The system recognizes two focus instances. The first focus instance, the mid-
dle disk, can be represented by the node disk2, the second focus instance, po-
sition two, by the nodes peg12, peg22 and peg32. However, none of these nodes
are a descendant node of the node representing the current focus of attention
(i.e., peg13). Thus, a temporary focus of attention is degraded, in a bottom-
up manner, to more general focus instances. It is iteratively transited to the
closest antecedent node of the node peg13 that satisfies the condition that its
descendant nodes can represent all focus instances from the command—in this
case it is the root node. Then, similarly as already explained above, all changes
of a temporary focus of attention are directed towards more specific focus in-
stances. The focus of attention is first placed on the node disk2 and then to
its child node peg22. The transition of the focus of attention is illustrated in
Figure 4.

(3) Processing context dependent command. The command User8 (The next
ring . . . ) is elliptical, but it is also context dependent. Observing this command
in abstracto, i.e., isolated from the surrounding dialogue context, it can be as-
sumed that a disk should be selected, but it is not specified which actual disk.
Therefore, the contextual information should be taken into account. The previ-
ously selected disk was the middle disk. Thus, the phrase the next ring relates
to the biggest disk and the new focus of attention is placed on the node disk3.
The transition of the focus of attention is illustrated in Figure 5.
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Tower-of-Hanoi

disk1 disk2 disk3

peg11 peg12 peg13 peg21 peg22 peg23 peg31 peg32 peg33

Fig. 5. Transition of the focus of attention for the command User8

5.2 Supporting the User

Let us observe the continuation of the dialogue between the user and the system,
given in Figure 6. In the command User10 (. . . on the three) the user tries to
instruct the system to place the (previously selected) biggest ring to the third
peg. However, according to the rules of the puzzle, it is not possible to place a
larger disk onto a smaller one. Instructing an illegal command is an indicator
for the system that the user needs support. It should be kept in mind that the
system classifies the emotional state of the user as neutral, so it decides only to
inform the user that the instructed move is not possible (System11).

In the command User12 (Help), the user explicitly asks for support. This is
another indicator for the system. The current focus of attention is still on node
disk3 (it has not been changed since the user’s command User8). Since it is an
inner node of the focus tree, the system concludes that the user has a problem to
finish the formulation of a command. In addition, it assumes that the user wants
to formulate such a command that would place the focus of attention on one of
the terminal nodes from the sub-tree determined by the node in the current focus
of attention as its root node. Therefore, in System13, the system asks the user on
which peg does he want to place the selected ring. The user refuses to answer the
system’s question and repeats the request for support in User14 (I said Help!) It
should be noted that now the system classifies the emotional state of the user as
negative, so its response to the user’s demand is not the same as in the previous
case. The system decides to provide support of higher intensity—it informs the
user that the moving of the already selected disk would draw her back from the
correct solution of the puzzle and propose the user to select another disk.

The user responds on the system demand. In the command User17 (The small-
est ring . . . ), she instructs the system to select the smallest ring. The system
performs this instruction (System18), and the user then again asks for support
(User19). The emotional state of the user is still classified as negative, so again
support of higher intensity is given. However, in this case, the selected ring was
the correct choice. Therefore, in System20, the system proposes to place the se-
lected ring on the second peg, and asks the user to confirm that she agrees with
the proposal (in System21). The user approves the proposal in User22. A similar
discussion holds for the rest of the observed dialogue fragment. In User24, the
user instructs a command that draws her back from the correct solution of the
puzzle. The system reacts and proposes the user to undo this move (System25).
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User10: . . . auf die Drei. (engl.: . . . on the three.)
System11: Dieser Schritt ist nicht möglich. Sie können nur einen oben

liegenden Ring wählen. Sie dürfen keinen Ring auf einen
kleineren legen. (engl.: This move is not possible. You can only
move a disc from the top. You cannot place a larger disc onto a
smaller one.)

User12: Hilfe. (engl.: Help.)
System13: Welchen Stab möchten Sie auswählen? (engl.: Which peg do you

want to select?)
User14: Ich sagte Hilfe! (engl.: I said help! )
System15: classifies the user state as negative
System16: Der letzte Schritt führte von der Lösung weg. Ich schlage vor,

dass Sie einen anderen Ring auswählen. (engl.: The last move
drew you back from the solution. I propose that you select another
disc.)

User17: Den kleinsten Ring . . . (engl.: The smallest ring . . . )
System18: selects the smallest disk
User19: Hilfe. (engl.: Help.)
System20: Ich möchte diesen Schritt vorschlagen. (engl.: Let me propose

the following move.)
moves the smallest disk to the second peg

System21: Sind Sie einverstanden? (engl.: Is this ok?)
User22: Ja. (engl.: Yes.)
System23: classifies the user state as positive
User24: Den kleinsten Ring auf die Eins. (engl.: The smallest disk on the

one.)
System25: Ich möchte diesen Schritt vorschlagen. (engl.: Let me propose

the following move.)
returns the smallest disk again to the second peg

System26: Sind Sie einverstanden? (engl.: Is this ok?)
User27: Ja. (engl.: Yes.)

Fig. 6. Dialogue between the user and the NIMITEK prototype system: Part 2

User28: Englisch. (engl.: English.)
System29: switches to English language

User30: The big ring to the column number three.
System31: moves the biggest ring to the third peg

User32: German.
System33: switches to German language

User34: Den kleinsten Ring auf die Eins. (engl.: The smallest disk on the
one.)

System35: moves the smallest disk to the first peg

Fig. 7. Dialogue between the user and the NIMITEK prototype system: Part 3
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5.3 Multilingual Working Mode

Verbal interaction with the NIMITEK prototype system is supported in two lan-
guages: German and English. This is illustrated in the final fragment of the ob-
served dialogue given in Figure 7. In the commands User28: English and User32:
German, the user instruct the system to switch to English and German language,
respectively.

6 Conclusion

This paper presented the implementation of adaptive dialogue management in
the NIMITEK prototype spoken dialogue system for supporting users while they
solve the Tower-of-Hanoi puzzle. The central idea is that the system dynamically
refines a dialogue strategy according to the current state of the interaction. We
introduced the state of the interaction—a composite of five interaction features:
the state of the task, the user’s command, the focus of attention, the state of the
user and the history of interaction. The appropriate attention was devoted to the
discussion about the meaning of the non-neutral user’s states in our scenario. The
dialogue strategy is defined by three distinct but interrelated decision making
processes: When to provide support? What kind of support to provide? How to
provide support?

We analyzed an actual dialogue between the user and the prototype system
that took place during the testing of the system to illustrate important points
of the implemented dialogue strategy: processing user’s commands of different
syntactic forms, supporting the user and multilingual working mode.

The final observation is related to the direction of our future research. The
implemented dialogue strategy provides a kind of support that we refer to as
immediate. We intend to research in the direction of developing dialogue strate-
gies that address the user’s attitude towards a given task on the long-term. For
example, if the user does not know how to solve the puzzle, it may be more
appropriate to bring the user to a concept of the puzzle by facing her with a less
complex version of the puzzle (e.g., with only two disks), instead of just propos-
ing the next correct move. In addition, the problem of recognition errors, both
for speech recognition and emotion classification, will be taken into account, and
appropriate repair strategies will be investigated.
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Abstract. The cognitive load of the driver in future vehicles will be
increased by a larger number of integrated or connected devices and
by a higher complexity of applications covering various vehicle-related
tasks and other information. Aspects of perception relevant to inter-
action design of adaptive and multimodal interfaces are discussed. We
propose an extension of a system architecture for user-adaptive infor-
mation presentation in order to cope with high information load in a
multimodal interface. Visual information and speech are used as output
channels, and manual input and speech as input channels. In the sys-
tem, current information from the Internet can be queried by natural
language question-answering dialogs using frame-based dialog manage-
ment. A fuzzy recommendation approach is described in detail and used
in the system for structuring content items according to the user prefer-
ences. In addition to such a personalized visual list of topic areas for an
initial choice, an adaptive ranking is applied to acoustical speech output.
The item that relates best to the driver’s preferences is read out first by
text-to-speech. Therefore, the first items presented to the user are ought
to be of high interest. Cognitive load can potentially be decreased by our
approach for the task of choosing one item out of a sequence of alterna-
tives in working memory. The choice can be immediately performed by
using the barge-in feature.

1 Introduction

Minimizing the cognitive load for drivers is still an open issue due to the increas-
ing number of information and entertainment services in premium vehicles. A
number of reasons can be identified: the higher traffic density, a rising number
of customer devices in the car, a stronger wish of the community for reliable
mobile information and emotional entertainment services. In telematic environ-
ments, many of these features are becoming more and more available on the
road.

In this paper, we focus on the goal of providing adaptive and personalized
Internet information by a multimodal user interface. Information is presented
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on the head unit, which is the main human machine interface and interaction
device in modern cars. Prompts and even entire speech dialogs are automatically
generated from query result data and downloaded to the client system in the car.
We specialize on search results for restaurants which are matched as among the
most relevant for a given query. The list of results is read to the user by a text-
to-speech component and gets ranked according to the user’s preferences. An
architecture is implemented to access Internet information in the car and allow
the user to perform natural language question-answering almost without looking
at the screen. We argue that multimodal interaction and the ranking of visual
lists as well as the results on the auditory channel could reduce the distracting
visual glances to the results on the screen.

1.1 Application Scenario

In the SmartWeb car scenario [Wahlster, 2007], information from the Internet
gets occasionally downloaded to the car. The driver is notified when new in-
formation becomes available. In a first step, the user might request Internet
information from the main menu and in succession a list of dialogs is presented
by the system. It contains up to 5 topic areas (figure 1). After having chosen the
item of interest from the list by saying the number or the title, the driver can put
natural language queries related to the topic area. For example, the driver could
ask something like “Where can I find Indian food nearby” or “What’s playing at
the movies” in the topic area “City information”. In some cases the system will
ask further questions, for example about the date or place. The driver can barge
into the system prompts to shorten the reading out of the result lists. The user
can ask other, more specific questions, for example about a particular cinema or
director (e.g. “List all the movies by Quentin Tarantino”).

The results which are found as relevant for the driver’s query, are sequentially
read out to the driver by using a text-to-speech module, e.g. “I found the fol-
lowing theatres: CinemaxX Potsdamer Platz, Cubix Alexanderplatz, Alhambra,
...”. Lists are personalized using the recommendation approach described in this
paper both for the visual channel (list of topics areas on the screen) as well as the
acoustical channel (the result lists of restaurants, which are read to the driver).

2 State of the Art and Related Work

2.1 Perception on Multimodal and Personalized Interfaces

In cognitive load theory, the central “bottleneck” of the cognitive system is the
learner’s working memory. The conceptual base of cognitive load theory has
been explored and refined by several empirical studies, but some generalizations
have to be reconsidered, because they allow different and contradicting interpre-
tations [Schnotz and Kürschner, 2007]. Working memory is limited in capacity
and in duration. Only four information elements can be compared simultane-
ously under special circumstances [Miller, 1956] and items get lost within about
20s [Peterson and Peterson, 1959]. This is critical for understanding information
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Fig. 1. The SmartWeb driver interface: buttons are structured into two areas “Favorite
items” and “New information”; Labels are assigned to each headline; a profile button
on the right activates a personalization screen

that is read by a text-to-speech component in a car environment, where even
other tasks further reduce the capacity of the working memory.

On the positive side, the modality effect is known as reducing the cogni-
tive load for understanding information items, if information, which is pro-
vided on the visual output channel only, required the user to split attention.
Capacity of the working memory can be increased by the use of two modali-
ties. [Tindall-Ford et al., 1997]

A central question for adaptive and adaptable systems is how to design and
present the ranking and how to personalize the user interface. Brusilovsky dis-
cuss a number of techniques for adaptive presentation and adaptive navigation
support, such as hiding, sorting or annotations [Brusilovsky, 1998]. Annotations
are very powerful, but they do not restrict cognitive overload as much as hiding
does, though hiding can be simulated by “dimming” for not relevant links on
bigger interfaces.

A transparent personalization process is critical for the user. Recommenda-
tions will more likely be perceived as reliable, positive and something that he/she
can be confident in [Sinha and Swearingen, 2002]. Hiding information or chang-
ing the user interface with no visual reason and documentation will confuse the
user if he is not familiar with the system and does not want to spend time in
understanding it. If the user does not understand the system, he will neither
trust its answers nor accept its usefulness. In that case the user would most
likely disable personalization or even stop using the system soon.
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Explanations transport the rational behind the ranking of the system for
a single item and the relationship between items. Pu has shown that “... ex-
planation interfaces have the greatest potential to build a competence-inspired
trust relationship with its users...” in a product recommendation scenario (see
[Pu and Chen, 2006] and [Tintarev and Masthoff, 2007]). Furthermore, struc-
turing and organization of the user interface in several parts can significantly
increase users’ perception of competence [Pu and Chen, 2006].

Space for presenting information on the driver interface in the car is very
limited. The display can hold only about 5 items depending on their size whereas
a complete list of applications can easily scale to hundreds of items. In order to
achieve the user’s acceptance and appreciation, we structure information into two
categories. Headlines in the “Favorite” section remain unchanged for a longer
time since they are of high interest to the user. The “New information” section of
the display contains recent information that might be of interest, so its contents
change more frequently.

Up to two related topic labels are appended to the right of each item to
explain the relationship between items and the categories on the profile screen.
The process of reordering items is visualized by having the buttons move to their
new positions. Buttons being removed from the screen are faded out and new
buttons are faded in. The user may disable and freeze personalization at any
time.

One other important research aspect for personalization and recommenda-
tion are issues such as shilling attacks and trust in multi-user environments
[Mobasher et al., 2007]. This is critical for telematics environments, where rank-
ing in one car might be based on surrounding cars for specific applications.

2.2 Hybrid Recommender Systems

Three general categories of recommendation approaches can be distinguished:
collaborative systems, content-based systems, and hybrid approaches [Adomavi-
cius and Tuzhilin, 2005].

Some authors also describe knowledge-based / rule-based systems as separate
categories (see [Mobasher, 2007] and [Burke, 2002]). In collaborative approaches,
recommendations are calculated by comparing users with each other and find-
ing similarities in taste [Schafer et al., 2007]. Those content items, which are
preferred by similar users, are then recommended to the active user.

In content-based approaches, features or annotations are used to compare
content items, which the user has preferred in the past, to other content items.
Similar items are recommended to the user. Knowledge-based approaches and
rule-based systems rely on explicit knowledge about the content or static knowl-
edge about the users. Decision rules are often created by experts. Hybrid
approaches aim to overcome the shortcomings of content-based systems (over
specialization, “machine-driven” calculation of taste) and collaborative systems
(lack of scalability for memory-based approaches, data sparsity and cold start
problem) (see [Balabanovic and Shoham, 1997] and [Degemmis et al., 2007]).
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Some systems store single absolute values (“ratings”) for each single content
item (rating based). Other approaches use relative preference relations between
two alternatives (preference based) [Adomavicius and Tuzhilin, 2005]. In prac-
tice, ratings for rating-based approaches are easier to be learned from user in-
teraction, while mathematical consistency of preference-based approaches (e.g.
fuzzy preference relations [Fodor and de Baets, 2008]) is better understood.

In the work of Perny and Zucker [Perny and Zucker, 1999] and Cornelis et
al. [Cornelis et al., 2005], a rating-based fuzzy recommendation approach is pro-
posed. It is used to scale between fuzzy content-based approach and fuzzy col-
laborative filtering.

3 Architecture and Method

Technically, each topic area on the main screen represents one single speech
dialog assembly, consisting of prompts and grammars. The prompts texts and
even entire speech dialogs are automatically generated from structured parts of
web sites (tables) [Berton et al., 2007]. Some dialogs use web services to query
up-to-date information, for example the date and time of future events in a
given city. The goal of the recommender system is to rank the list of items on
the screen visually to minimize the effort of finding new and interesting items.
In addition, the cognitive load, which is required to remember the items is an
acoustical list, is reduced.

3.1 Hybrid Fuzzy Approach for Recommendations

We understand personalization as the adaptive process of filtering and priori-
tizing information based on the user’s preferences and context, both changing
over time. The user’s preferences for unseen items are generalized from those that
he/she has rated in the past. Customization is referred to the manual adaptation
of the interface by the user.

The goal of the recommendation task is to order a number of items I ′ ⊆ I
from a set I = {ij | 1 ≤ j ≤ n} (Fig. 2, middle layer) for the active user uactive

under one or more criteria. In a multi-user case, uactive might be one user out of
a set of users U = {uk | 1 ≤ k ≤ m} (Fig. 2, bottom layer). The recommendation
process is based on 3 basic steps: mapping the driver’s multimodal input to the
preference model, recommendation, and updating the preference model whenever
the user interacts with the system.

Categories for Content-based Similarity. For performing content-based fil-
tering, a method for determining similarity of content items has to be defined.
Each new item, which gets downloaded to the client module in the car, is matched
to one or many ontology categories C = {cl | 1 ≤ l ≤ o} (see Fig. 2, top layer
and similarity relations M(x, y)). Textual data representing the content of each
item are searched for the occurrence of a number of key terms for each ontology
category. The frequency is normalized by computing the maximum frequency



Adaptive Search Results Personalized 31

Fig. 2. Visualization of the preference model. several content items (middle layer) are
gradually mapped to one or more concepts / clusters (top layer). In the multi-user
case, many users exist (bottom layer).

over all keywords. Two document sources are used: the item’s headline repre-
senting the item in the list and a short description about the content of the
dialog. Headlines are weighted higher than other information. The value of the
weighted term frequency is used as the membership relation between any item i
and any category c.

M (i, c) = {(i, c) | (i ∈ I) ∧ (c ∈ C)}

By using those membership values M (i, c), a similarity relation between two
items is defined through aggregation. A T -Norm T (M(ix, c), M(iy, c)) can be
used for “pessimistically” combining two membership relations M of two items
ix an iy. The value describes to which extend each of those items belongs to a
common category c. With a max−min composition the following content-based
similarity measure is used for each pair of content items ix and iy:

S(ix, iy) = argmax
∀l

(T (M(ix, cl), M(iy, cl)))

This similarity measure is used for content-based recommendation. We built a
domain ontology with 9 main topics and a total of 115 topics in a tree with up
to 4 levels. This ontology is used to match dialogs to topics. In addition, the
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ontology is enhanced to restaurant categories to match restaurants for the result
lists. The ontology can be updated dynamically.

Mapping Interaction to the Preference Model. The user input is mapped
to several update strategies of the user preference model. In our approach, pref-
erence relations express positive feelings of a user about an item. Uncertainty
has to be taken into account, due to the fact that the user’s aim can usually only
be inferred with a level of vagueness, e.g. by using a speech recognition process.
Each preference is modeled using fuzzy relations P : UxI → [0, 1]. We store
different kinds of preference relations for each item ij and each user uk based on
the source of interaction data:

Individual-explicit fuzzy relations capture those preferences, which the driver
has indicated on a profile screen (e.g. “cars”, “sports”) as preferred. Explicit
preference relations are initialized by a maximum value of 1.0. The older each
preference gets, the more the preference value decreases over time. Explicit pref-
erences are stored for each category cl, that the user has rated on the profile
screen.

Individual-implicit fuzzy relations are created whenever the user is interacting
with information elements. A gradual value is inferred by interaction parame-
ters, such as the time taken for putting together a natural language question-
answering in one topic area, the number of speech queries following the selection
of an item, and events such as interrupting the system for a new query. By
those scores, the interest for every content item is approximated and stored as
a preference relation for any content item the user interacted with.

Global preference relations are manually initialized for each category. The
interest scores for the topics were found during a user evaluation with 20 sub-
jects. A proof-of-concept using 50 speech applications for our personalization
approach was delivered. Subjects were asked to successively access speech ap-
plications according to their own personal choice while pretending to be driving
a car. In a telematics environment, the global preferences are influenced by the
preferences of the drivers in other cars. They are calculated by comparing the
preference model with the preference model of surrounding cars. Collaborative
filtering [Schafer et al., 2007] provides a method to find similar drivers based on
preferences in their preference model. These preferences are necessary, if the user
did not yet interact with the system and did not provide any ratings. Further-
more, those preferences are used to influence local recommendations by global
knowledge, which could be relevant, e.g. for prioritizing warning messages.

Recommendation. On request of the driver, items get prioritized for pre-
sentation on the screen. Each following interaction causes the recommendation
algorithm to update the preference model. In the update step, explicit prefer-
ences can also be decreased with time because they might get out of interest for
the user and he/she might forget to update them.

The overall preference score for each item is calculated by aggregating in-
dividual and global preferences. Individual preferences of a particular user are
calculated from explicit user ratings and implicit indicators by content-based
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filtering. For a given item iq each other content item resulting in k best similar-
ity scores S(iq, ik). As we described above, the similarity score is based on similar
relations of both items to similar categories. An algebraic product operator is
used as implicator, to combine the similarity measures with the corresponding
preference value of the item R(uactive, ik) for each content item ik. Each output
value is then aggregated by the max-operator for each content item.

The influence of global preferences is calculated by a collaborative filtering
algorithm. It calculates the k most influential users by comparing the preference
model of users with each other. The framework uses the Pearson correlation
coefficient. The individual preferences for the k most influential users is then
weighted by the correlation coefficient and propagated to the active user.

After the calculation, three values are known for each content item: an ex-
plicit value, an implicit value and a global value. A certainty measure weights
the values for aggregation. The certainty measure is dependent on rules about
the information density and applicability of each recommendation strategy in
the current situation. For example, if there are new explicit values given by the
user, then explicit values are mainly used. If there were many user interactions
recently, implicit preferences are used preferably. The three preferences are ac-
cumulated by a maximum-operator (T-conorm).

3.2 Enhanced Speech Dialogue Architecture

The personalization module is part of an extended speech dialog architecture
for processing natural language dialogs as well as Command & Control di-
alogs [Berton et al., 2007]. A common architecture for multimodal interaction
is described in [Cohen et al., 2004]. Command & Control dialogs are processed
by several modules of a classical architecture for speech dialog systems:

– Automatic Speech Recognition (ASR)
– Text-To-Speech Synthesis (TTS)
– Command & Control Dialog Manager (C&C-DM)
– Synchronization interface between various input and output modalities
– Graphical user interface and interaction module (widgets, state transitions)

This architecture is extended for integrating new speech dialogs and data from
the Internet. Natural language queries are handled by additional modules:

– a Dialog Manager for natural language question-answering (NL-DM)
– a Meta Dialog Manager to coordinate activities between C&C-DM and NL-

DM
– a module for receiving dialogs and data and compiling and integrating vo-

cabulary and language model
– a personalization module for ranking and structuring visual and acoustic

output
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Any word of the new application grammar, that is not yet part of the vo-
cabulary, is converted by G2P which is part of the TTS module in order to
compile the phonetic transcriptions for the complete vocabulary. The person-
alization module is triggered by the Meta Dialog Manager whenever the user
interacts with the system. The personalization module is structured into several
parts: a component for matching new content items to an internal ontology, a
data model for storing the user preferences, the recommender for calculating the
ranking of content items, and an abstract representation of the user interface.
This representation is used for mapping one or more model update strategies to
input events.

4 Conclusions

We discussed a car scenario and a system for multimodal interaction and mobile
access to Internet information. Up-to-date information, e.g. movies, restaurants,
weather, petrol prices and speed monitoring, can be queried by the driver. We
need to be more and more aware of the sophisticated effects on multimodal
interaction and aspects on adaptive and personalized systems. An intelligent in-
teraction design with attention to detail is important for building a robust and
a successful system from the user point of view. Fuzzy technologies can han-
dle the vagueness and uncertainty of sensorial input through automatic speech
recognition as well as fuzzy human concepts and gradual truth when dealing
with preferences and categories. A hybrid fuzzy recommendation approach with
user preference data from 3 sources (explicit, implicit, global) and two recom-
mendation strategies (content-based. collaborative) was applied to the results of
speech queries for restaurant information Those items, which are expected to be
the most relevant for the user, are read out first, which enables shorter dialog
completion time. The user might also shorten the time by just barging-in.

In future work, we would like to improve the integration of the visual chan-
nel and acoustical lists. Result lists should also be synchronized to the visual
information on screen while they are read out by the system. Furthermore, the
ranking of the items should be dependent on multiple criteria and on the current
context. For example, the preferences for restaurants might change depending on
the current city and several criteria (price, distance, type of food). Each of those
criteria might be of a different importance to the user in a particular contextual
setting .Several approaches will be investigated to include fuzzy multi-criteria
optimization and preference modeling [Fodor and de Baets, 2008] and to bridge
rating-based and preference-based approaches.
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Abstract. This paper describes initial results from an evaluation study on the 
use of different modalities. The application, a web-based media recommender 
and management system called MediaScout, was installed on two multimodal 
devices, and on one unimodal device as a control condition. The study aims to 
investigate whether users make use of multimodality if it is offered and under 
which circumstances they do so. Moreover, it was studied whether users’ stated 
modality preferences match their actual use of the modalities. The results show 
that users do not make use of all modalities for all tasks. Modality usage is de-
termined by the task to be performed, as well as the efficiency of the modality 
for achieving the task goal. Both modality usage and the range of offered mo-
dalities seem to influence subjective user ratings. 

1   Introduction 

Multimodal interfaces have been investigated since the early nineties. Since human-
human-communication usually involves more than one modality, multimodal inter-
faces, especially those including speech, are assumed to be more natural (see  
[Kallinen and Ravaja, 2005]) than unimodal interfaces. Furthermore, multimodal 
interfaces are expected to be more flexible, efficient, and robust than unimodal ones 
(see [Hedicke, 2000] and [Oviatt, 1999]). One the other hand, multimodality may 
increase the workload since the selection of the appropriate modality requires addi-
tional cognitive resources (see [Schomaker, et al., 1995]). Moreover, the different 
modalities may interfere with each other (see [Schomaker et al., 1995]). Even though 
users prefer multimodal interaction for spatial tasks and have strong modality prefer-
ences depending on the task (see [Oviatt, 1999] and [Ren et al., 2000])  it remains 
unclear if these results also apply to other tasks. The potential benefit of multimodal-
ity therefore depends at least on the following factors: the task, the situation and the 
offered modalities. The current study aims to investigate whether users make use of 
multimodality if it is offered, and under which circumstances they do so. Moreover, 
it was studied if modality preferences stated by the user match their actual use of 
these modalities. 



38 A.B. Naumann, I. Wechsung, and S. Möller 

 

2   Method 

2.1   Participants  

The participants were twenty-one German-speaking individuals (11 male, 10 female) 
between the age of 19 and 69 (M = 31.2). Eleven of them were experienced Informa-
tion and Communication Technology (ICT) users and nine were inexperienced ICT 
users. The ICT experience was measured via a screening questionnaire during the 
recruitment. For one participant the screener data was missing and therefore only 
twenty cases were analyzed for comparisons regarding the ICT experience. All users 
participated in return for a book token.  

2.2   Tested Applications 

The multimodal devices adopted for the test were a PDA (Fujitsu-Siemens Pocket 
LOOX T830) and a tablet PC (Samsung Q1-Pro 900 Casomii). Both devices had a 
voice control as well as a graphical user interface with touch screen. Additionally, the 
PDA could be operated with motion control, i.e. menu options could be selected by 
tilting the device. To find out if users rate multimodal systems better than unimodal 
systems, a unimodal device (a conventional PC controllable with mouse and key-
board) was used as the control condition.  

The application, a web-based media recommender and management system called 
MediaScout was the same for all devices.  

The users performed five different types of tasks: seven navigation tasks, six tasks 
where checkboxes had to be marked or unmarked, four tasks were an option from a 
drop-down list had to be selected, three tasks where a button had to be pressed, and 
one task where a phone number had to be entered. 

Several questionnaires were used to cover different aspects of the users’ opinions, 
like the AttrakDiff questionnaire by [Hassenzahl et al., 2003], adapted SUS-Scales by 
[Brooke, 1996], and the SUMI questionnaire by [Kirakowski and Corbett, 1993]. 
Furthermore, log data from the application, psycho-physiological data, and video and 
audio data were recorded during the whole experiment. This paper mainly reports the 
results of the SUMI, the final questionnaire collecting the modality preferences and 
overall impressions, and the log data analysis.  

To analyze which modality the participants wanted to use, log data of the test block 
in which the users could freely choose modalities was annotated. For every task, the 
modality used first to perform the task was selected for further analysis. This way, the 
percentages of modality usage per task type have been computed.  

2.3   Procedure 

Each test session took approximately three hours. It was conducted in a usability lab. 
Cameras captured the participants and their interaction with the devices during the 
whole experiment. Each participant had to perform a series of tasks with each device. 
In the beginning, participants read a first instruction, signed a consent form and filled 
out a demographic questionnaire. Since psycho-physiological data was measured, 
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electrodes were attached. In order to measure the baseline of the psychophysiological 
parameters, the participants watched neutral pictures on a PC screen for five minutes. 
After that, the MediaScout and the first device were explained by the experimenter. 
Then, participants were verbally instructed to perform the tasks with a given modal-
ity. This was repeated for every modality supported by that specific device. After that, 
the tasks were presented again and the participants could freely choose the interaction 
modality. Finally, they were asked to fill out the questionnaires to rate the previously 
tested device. This procedure was repeated for each of the three devices. The order of 
the devices was randomized for each subject. After the third device, a final question-
naire regarding the overall impressions and preferences had to be filled out by the 
participants. 

3   Results 

3.1   Modality Usage by Task  

Figure 1 shows the used modalities averaged over all tasks for each of the multimodal 
devices. For both devices, the majority of tasks were performed via touch screen with 
the graphical user interface (GUI). These differences are significant for the tablet PC 
(Wilcoxon: Z = -2.83, p = 0.003) as well as for the PDA (Friedman: χ²(2) = 18.88, p = 
0.000). 
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Fig. 1. Modality usage over all tasks when interacting with tablet PC and PDA (motion control 
option only implemented on the PDA)  

A detailed analysis revealed that when interacting with the tablet PC, the only task 
for which voice control and GUI were used equally frequently was entering a phone 
number. For all other tasks, GUI was significantly more often selected as the first 
choice to perform a task (s. Table 1). 
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Table 1. Used modalities (percentages) by task for tablet PC 

Task Modality Mean SD Wilcoxon test: Z p 

GUI 73.02 44.25
Buttons 

Voice  26.98 44.25
-2.22 .041 

GUI 73.80 42.92
Drop down lists 

Voice 26.19 42.92
-2.46 .019 

GUI 47.61 51.18
Phone number 

Voice 52.38 51.18
-0.22 1.00 

GUI 81.75 35.71
Check boxes 

Voice 18.25 35.71
-3.24 .001 

GUI 72.11 38.72
Navigation 

Voice 27.89 38.72
-2.67 .006 

 
When interacting with the PDA, the phone number entering task could only be per-
formed with voice control or GUI. The modality usage is similar to the one on the 
tablet PC: When entering the phone number only voice control (M = 33.33, SD = 
48.30) was used quite as frequently as the GUI (M = 66.66, SD = 48.30, Wilcoxon: Z 
= 1.53, p = 0.189). For all other tasks, the GUI was used significantly more often than 
the other modalities (s. Table 2). 

Mean differences between voice control and motion control were not significant 
neither for confirming buttons (M = 9.52, SD = 39.64, Wilcoxon: Z = -0.965, p = 
0.344) nor for marking check boxes (M = 10.32, SD = 42.97, Wilcoxon: Z = -0.850, p 
= 0.398).  

Differences between experienced and inexperienced users and between female and 
male participants were only observed for the PDA’s motion control: Experienced 
users (M = 6.36; SD = 10.51) used motion control less often than inexperienced users 
(M = 20.00, SD = 16.77, Mann-Whitney U = 22.00, p = 0.032). Women used motion 
control for 17.00 percent of the tasks (SD = 12.23), men only for 7.27 percent (SD = 
16.03; Mann-Whitney U = 27.50, p = 0.045).  

3.2   Stated Modality Preferences 

In the final questionnaire the participants were asked about their preferred modality. 
They could choose between all individual modalities as well as the combinations of 
them. It was also possible to state that none of the modalities was preferred. Consis-
tent with the results of the log data analysis, most of the participants preferred the 
GUI over the combination of GUI and speech control, and over speech control only,  
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Table 2. Modality usage (percentages) by task for PDA 

Task Modality Mean SD Friedman test: χ² p 

GUI 80.95 35.86 

Voice 14.29 35.86 Buttons 

Motion 4.76 11.96 

24.82 .000 

GUI 80.95 26.11 

Voice 9.52 24.33 Drop down list 

Motion 9.52 16.73 

28.29 .000 

GUI 73.80 35.19 

Voice 18.25 36.48 Check boxes 

Motion 7.94 14.55 

20.90 .000 

GUI 60.54 36.39 

Voice 19.73 32.73 Navigation 

Motion 19.73 26.13 

11.03 .003 

 
χ²(2) = 10.90, p = 0.004. Figure 2 displays the stated preferences. For the PDA, the 
majority preferred the GUI over all possible combinations and over speech and mo-
tion control, χ²(4) = 10.50, p = 0.031). Two participants had no preference (s. Figure 
2). The most preferred combination was motion control and GUI (4 cases). Two par-
ticipants preferred voice control in combination with GUI. The combination of voice 
and motion control was the preference of only one participant. 

No differences regarding the stated preferences were observed between the experi-
enced and inexperienced users. Slight differences between female and male users 
were shown for the PDA (Pearsons χ²(4) = 8.29, p = 0.057). The majority of the male 
users (6 cases) preferred GUI, most female users (5 cases) preferred a combination of 
modalities: Three of them preferred GUI combined with motion control, one preferred 
GUI combined with voice control and one preferred voice control combined with 
motion control.  

3.3   Subjective Ratings of Multimodal and Unimodal Systems 

The analysis of the SUMI questionnaire raw data (all items poled in one direction but 
not transformed to the T-Scale) of the global scale showed significant differences, 
F(2,40) = 6.56, p = .003; partial eta² = .247: The PDA, the device with the most mo-
dalities, was rated best (M = 45.29, SD = 10.14), the tablet PC was rated second (M = 
40.19, SD = 7.87), and the unimodal PC got the worst rating (M = 38.04, SD = 7.06). 
Differences between experienced and inexperienced users as well as between female 
and male participants were not significant.  
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Fig. 2. Preferred modalities for tablet PC and PDA (motion control option only implemented on 
the PDA) 

For the subscales, significant differences between devices were found for affect, ef-
ficiency, control and learnability. The unimodal PC was rated worst on all subscales, 
except the learnability scale. No effect was found for helpfulness. The detailed results 
are shown in Table 3. 

Table 3. Ratings on SUMI sub-scales (raw scores) for each device 

Scale Device Mean SD 
F 

(2,40) 
p (partial 
eta²) 

Tablet PC 19.00 3.39 
PDA 19.90 3.48 Efficiency 

Unimodal 16.67 3.15 
6.19 

.005     
(.236) 

Tablet PC 19.33 2.13 
PDA 19.95 2.13 Affect 

Unimodal 17.38 2.73 

10.02
.000     

(.334) 

Tablet PC 22.05 1.96 
PDA 22.19 2.09 Helpfulness 

Unimodal 21.48 1.89 
1.46 

.244     
(.068) 

Tablet PC 22.67 2.27 
PDA 22.24 2.21 Control 
Unimodal 21.38 2.22 

3.33 
.046     

(.143) 

Tablet PC 15.57 3.23 
PDA 14.57 3.47 Learnability 
Unimodal 16.90 4.40 

5.98 
.005     

(.230) 
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4   Discussion 

One of our goals was to investigate under which circumstances which modality is 
used. The presented results show that users do not use all possible modalities for all 
tasks. The majority of tasks were performed with the GUI, which was also stated as 
the preferred modality. Task characteristics seem to determine whether the offered 
modalities are used or not. Users seem to use modalities which are most efficient for 
reaching the task goal: For example, the phone number task could be solved more 
efficiently (i.e. with less interaction steps) via voice control than via GUI. In fact, this 
task was the only one for which GUI and voice usage was approximately equally 
frequent. But the GUI as the most common and therefore most familiar modality was 
used quite as often even though it was not as efficient as voice control. Possibly the 
usage of voice control would increase as a function of practice. 

Individual differences like age and experience had only a minor influence on the 
choice of modality. But even if the offered modalities are rarely used, they seem to 
affect the subjective ratings: Modality usage was consistent with modality preference, 
and the ratings on the SUMI scales tended to be better for the PDA, the device with 
the widest choice of modalities.  

In the next steps, parameters like task completion time and task error rate for each 
modality and each device will be analyzed. The aim is to investigate the influence 
these parameters might have on modality choice. 
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Abstract. In car infotainment systems commands and other words in
the user’s main language must be recognized with maximum accuracy,
but it should be possible to use foreign names as they frequently oc-
cur in music titles or city names. Previous approaches did not address
the constraint of conserving the main language performance when they
extended their systems to cover multilingual input.

In this paper we present an approach for speech recognition of mul-
tiple languages with constrained resources on embedded devices. Speech
recognizers on such systems are typically to-date semi-continuous speech
recognizers, which are based on vector quantization.

We provide evidence that common vector quantization algorithms are
not optimal for such systems when they have to cope with input from
multiple languages. Our new method combines information from multiple
languages and creates a new codebook that can be used for efficient vec-
tor quantization in multilingual scenarios. Experiments show significant
improved speech recognition results.

1 Introduction

Imagine a German tourist looking forward to a wonderful holiday in Marseille,
France. Imagine he is driving there with his new car with the latest, speech
driven car infotainment system. Of course, he will most of the time interact with
the system in German. On his way, however, he will drive through Italy and
France. His holiday is long enough, so he wants to explore some cities on his
way.

So, apart from Milano and Cannes, he wants to tell his navigation system to
drive to Rozzano, Italy and to Roquebrune-Sur-Argens, France. As these city
names do not belong to the language of the user interface, current systems are
not able to recognize such names when they are spoken. Therefore a multilingual
system is needed, that can recognize the German commands the user will utter
as well as the foreign city names.

But there are further reasons why the user would want to have a multilingual
speech recognizer on his journey. For example, he prefers to listen to his own
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music collection rather than to radio stations in foreign languages. Even the
most convenient haptic music selection systems however will distract the tourist
on his long way. It would be much better if it would be possible just to say the
name of the artist, instead. But as for the city names above, many artists names
are not German. Again, without multilingual speech recognition such a system
is not possible.

By now, we have motivated why multilingual speech recognition is a essential
feature of future car infotainment systems. But, it should not be forgotten, that
the user lives in most cases in one country and speaks one language. Thus, he will
most of the time travel within his country, and the commands he uses will always
belong to one language. Therefore, while we want multilingual recognition, we
can not allow multilingual recognition to degrade performance on the user main
language, as this is the language he will most of the time use to interact with
the system.

To recapitulate, we want to built a Man-Machine Interface (MMI) for car
infotainment that

* recognizes commands and other words in the user’s main language with
maximum accuracy

* but it should be possible to recognize foreign names as well as possible,
because they frequently occur in music titles or city names

Previous approaches did not address the constraint of conserving the main lan-
guage performance when they extended their systems to cover multilingual in-
put [Koehler, 2001, Gruhn et al., 2004, Schultz and Waibel, 2001]. In one case
improved performance on non-native speech was achieved without loosing per-
formance on the main language, but only for the limited task of digit recognition
[Fischer et al., 2003].

In theory it is hardly a problem to use recognizers for each language and all
problems are solved. However, in practice this is currently a rather unrealis-
tic approach. Car systems are still very restricted regarding computing power.
Therefore, we build one recognizer that has trained HMMs for each language,
but otherwise uses the same small set of Gaussians for all languages. This re-
duces both computing demands and memory consumption drastically. Using a
small set of Gaussians is not new, and generally referred to as semi continu-
ous speech recognition. There are also established methods (LBG algorithm,
[Linde et al., 1980]) for the creation of such collections of Gaussians. Such col-
lections are usually called codebook.

For our aims, we believe traditional vector quantization algorithms to be sub-
optimal. Either only main language training data is provided to the LBG algo-
rithm, or data from all languages is provided. In the first case the codebook is
only optimized for the main language, not considering the performance on the
additional languages. In the second case the codebook is optimized for all lan-
guages without prioritizing the main language. For the car infotainment scenario,
neither of these options is optimal.

Therefore we propose a new algorithm for the construction of a multilingual
codebook. The first step is the construction of a codebook for each language
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with soft vector quantization based on the LBG approach. From these initial
codebooks a new codebook is created. This new codebook should still achieve
monolingual performance on the main language, but at the same time improve
performance on the additional languages. As the new codebook is based on
codebooks from many languages, we call it multilingual, and as the influence
of each original codebook can be adjusted, we call it Multilingual Weighted
Codebook (MWC).

The remainder of this paper is organized as follows. Section 2 describes the
baseline architecture that we use to train recognizers for multiple languages.
Section 3 explains how MWCs are constructed from initial codebooks. Section 4
and 5 describe our experimental setup and show the results. Finally, a conclusion
is drawn and suggestions for future work are made.

2 Baseline System

We start with a well trained monolingual semi-continuous HMM speech recog-
nizer. While keeping the main language generated codebook constant, for each
additional language we do the following.

* Add all additional language HMMs to the recognizer
* Train these additional HMMs with training data from the corresponding

language, not changing the codebook

Finally, the HMMs for all languages are trained. In the introduction we already
stated why we believe that the main language codebook is not optimal for our
scenario.

3 Extended System

To improve the performance on the additional languages, we replace the mono-
lingual codebook with an MWC. The MWC is basically the main language
codebook plus some additional Gaussians. Figure 1 depicts an example for the
extension of a codebook to cover an additional language. From left to right one
iteration of the generation of MWCs is represented.

The picture to the left shows the initial situation. The Xs are mean vectors
from the main language codebook, and the area that is roughly covered by
them is indicated by the dotted line. Additionally, the numbered Os are mean
vectors from the second language codebook. Supposing that both Xs and Os
are optimal for the language they were created for, it is clear that the second
language contains sound patterns that are not typical for the first language (Os
1,2 and 3).

The middle picture shows the distance calculation. For each of the second lan-
guage codebook vectors, the nearest neighbor among the main language Gaus-
sians is determined. These nearest neighbor connections are indicated by the
dotted lines. We use the Mahalanobis distance as distance measure.
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Fig. 1. Basic Idea of Multilingual Weighted Codebooks

The right picture presents the outcome of one iteration. From each of the
nearest neighbor connections, the largest one (O number 2) was chosen as this
is obviously the mean vector which causes the largest vector quantization error.
Thus, the Gaussian O number 2 was added to the main language codebook.

4 Experimental Setup

Our experiments base on 11 MFCCs with their first and second derivatives per
frame and LDA for feature space transformation. All recognizers are trained on
200 hours of Speecon data for each language [Iskra et al., 2002]. The HMMs are
context dependent.

We used five languages for the training of our recognizer (US English, French,
German, Spanish and Italian). For each training language a codebook with 1024
Gaussians was created by the LBG algorithm. Information about test sets for
native speech of all languages is given in Table 1. The first row contains the
number of test utterances, the second row the number of different entries in the
grammar used. All utterances are city names.

The non-native tests in Section 5.2 are conducted on the HIWIRE data
[Segura et al., 2007]. The HIWIRE database contains human input in a com-
mand and control aeronautics application by 81 speakers (31 French, 20 Greek,
20 Italian, 10 Spanish). The spoken language is always English. Each speaker
produced 100 utterances which were recorded as clean speech with a close talk-
ing microphone. The database provides the clean speech signal, as well as three
further signals that are convolved with cockpit noise. We test on the clean speech
test which is provided with the data (50% of the HIWIRE data). The non-native
adaptation data provided with the database is not used. For a comparison of the
HIWIRE corpus to other non-native corpora we refer to [Raab et al., 2007].

To reduce the number of experiments, German is always the main language
when we build MWCs.
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Table 1. Testset description (Utterances/Grammar)

German English Italian French Spanish

#Utterances 2005 852 2000 3308 5143
#Grammar Size 2498 500 2000 2000 3672

5 Results

In [Raab et al., 2008] we describe preparatory several experiments to get setups
for creating MWCs. For example, experiments with different distance measures
and varying codebook sizes. The first part of this section presents results on five
languages (German, English, Italian, French, Spanish).

The second part of this section deals with a problem that we have not in-
troduced yet, but which is commonly known: non-native speech recognition.
While it is one aspect to produce a better codebook for the recognition of
multiple languages, this does not need to actually improve the performance in
our target scenario. The reason is that speech by non-native speakers differs
significantly from native speakers. Due to the unpredictable deviations, non-
native speech is well known to degrade speech recognition performance severely
[Witt, 1999, Tomokiyo, 2001]. Therefore the second parts presents results on
several non-native accents of English.

5.1 Multilingual Evaluation

When 5 languages at once are considered in the MWC generation, it is likely that
the four codebooks of the additional languages will contain some similar entries,
as there will be sound patterns that occur in all languages. To remove these
multiple representations of one sound pattern, the following is done. At first all
additional language codebooks are thrown together, resulting in a codebook with
4096 Gaussians. Then very similar Gaussians in this 4096 codebook are merged
until the codebook has 2048 Gaussians. By merging we mean replacing these two
by one Gaussian that would have been estimated from all the training samples
that led to the estimation of the two original Gaussians. It is not necessary to
know all the training samples to perform the merging, a formula can be found in
[Steidl, 2002]. This 2048 Codebook (the additional languages codebook) is the
input to the MWC algorithm, together with the unmodified German codebook.

The top row of Table 2 is the baseline experiment which uses only the German
codebook. The other recognizers contain a full German codebook with 1024
Gaussians and 200, 400 and 800 Gaussians from the additional languages. The
total codebook sizes are 1224, 1424 and 1824, respectively.

The first column with word accuracies shows that the performance on the
German test set varies insignificantly. This is due to the fact that the LBG
already produces an optimal codebook for German. Thus, the extensions to the
codebook can not improve performance on German, but they do not hurt.
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Table 2. Word Accuracies on five languages

Total Gaussians Added Gaussians German English Italian French Spanish

1024 0 84.1 65.6 85.2 68.7 88.3
1224 200 83.8 68.4 88.3 69.0 90.2
1424 400 84.0 70.9 87.9 71.3 91.5
1824 800 84.3 72.0 89.7 72.9 91.0

However, for the additional languages the results show significant improve-
ments. In general, the performance increase is correlated to the amount of
Gaussians that were added to the codebook. The MWCs contain relatively few
additional Gaussians and can cover all five languages significantly better.

Performance on Italian and Spanish improves significantly as soon as some
additional Gaussians are added to the German codebook. Improvements in En-
glish and French are less pronounced at first. When further Gaussians are added,
however, improvements in English and French are stronger than in Spanish or
Italian. This might be due to similarities and differences between languages.

5.2 Results on Non-native Accents

In the previous experiments native speech of several languages was evaluated.
In this section accented English is evaluated, i.e. uttered by Spanish, French,
Italian and Greek speakers. Basically, the same systems as before are tested. As
the MWCs base on the German codebook, we can actually regard two systems
as baseline. Our first baseline is a system that uses a standard English codebook.
This system will be optimal for native English speech, but the performance on
non-native speech is not clear. The system with the German codebook is our
second baseline. These two baselines are given in the top rows of Table 3. As
a reference the first column gives again the performance of each system on the
native English cities test.

Table 3. Word Accuracies with MWCs on HIWIRE

Codebook US City Hiwire SP Hiwire FR Hiwire IT Hiwire GR

English 1024 75.5 82.5 83.9 81.6 83.1
German 1024 65.6 85.4 86.9 82.8 85.5

5ling 1224 68.6 86.2 86.6 84.6 85.3
5ling 1424 68.4 86.4 86.7 85.7 85.8
5ling 1824 70.9 86.9 86.2 84.2 86.3

At first the focus is on the performance relative to the system with the En-
glish codebook. Compared to this system, the MWCs steadily improve the per-
formance, the larger the codebook is, the better the performance.
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Now the focus is on the performance relative to the system with German
codebook. Oddly, even the system using only the German codebook outper-
forms the system with English codebook in the recognition of non-native English.
This shows how strong non-native speech differs from native English. For most
accents, however, MWCs perform better than systems with only the German
codebook.

While future work is needed to explain why a German codebook can outper-
form a native English codebook, one conclusion can already be made from these
results. MWCs consistently provide good performance for all tested accents and
are always significantly better than the native English codebook. One assump-
tion why the German codebook is better as the English codebook could be that
the German language is phonetically richer, thus better suited to cover the sound
deviations non-native speakers produce.

6 Conclusion

With our algorithm for the creation of multilingual codebooks, we have suc-
cessfully introduced a vector quantization that can satisfy the aims of our car
infotainment scenario. We can fix the performance of a system on a given main
language, but at the same time improve performance on additional languages.

The results show clearly significant improvements on native speech from five
different languages. While open questions remain for the recognition of non-
native speech, we can show that MWCs can produce significant better perfor-
mance on non-native accents of English. A task left to future experiments is to
analyze more closely why a German codebook can outperform a native English
codebook for non-native English tests.

Regarding non-native speech, our results show the strong acoustic differences,
but there are also differences in the choice of words. Thus, language modeling
approaches like in [Fuegen, 2003] could be used with special treatment for non-
native speech. A more recent review of language model techniques an be found
in [Raab, 2007].
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Abstract. In this paper, we present an approach how to evaluate text
normalization for multi-lingual speech-based dialogue systems. The ap-
plication of text normalization occurs within the task of music selection,
which imposes several important and novel requirements on its perfor-
mance. The main idea is that text normalization should determine likely
user utterances from metadata that is available within a user’s music
collection. This is substantially different from the text preprocessing ap-
plied, for instance, in text-to-speech systems, because a) more than one
normalization hypothesis may be generated, b) for media selection the
information content may be reduced, which is not desirable for Text-to-
speech (TTS). These factors also have an impact on evaluation.

We describe an data collection effort that was carried out with the
purpose of building an initial corpus of text normalization references and
scorings, as well as experiments with well-known evaluation metrics from
different areas of language research aiming at identifying an adequate
evaluation measure.

1 Introduction

Selecting music via automatic speech recognition (ASR) is currently one of the
“hot” topics in language research in the automotive area. The goal is to allow
users to listen to their digital music content as they bring it along on personal
devices like the iPod. Especially in the automotive area, speech is seen as the
most desirable interface modality for this task for a number of reasons, including
efficiency and safety considerations [Minker et al., 2005].

However, a couple of factors pose interesting challenges to this approach: First
of all, the size of the user’s music collection may range from tens to thousands of
tracks, including album and artist names. In addition, the music collection is not
known beforehand (in contrast to, for instance, the list of city or street names to
be used in destination address selection). The “quality” and stylistic peculiarities
of the metadata provided as part of the music collection is rather unpredictable:
Rather good quality may be expected from online stores, whereas user-generated
content may or may not be poorly structured and/or inconsistent. Metadata
information services like FreeDB (CDDB), which are commonly used for older
CDs without own metadata, tend to have this problem. In any case, there is no

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 52–59, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Evaluating Text Normalization for Speech-Based Media Selection 53

widely accepted standard for music metadata. Another source of complexity is
multilinguality, i.e. the fact that track and artist names are likely to originate
from various languages. In many cases, the language used changes within the
text. In addition to that, modifications and misinterpretations between original
language and creator of the metadata are possible, such as the distorted German
Umlauts in “Traumes Wirren - AuBerst Lebhaft”. Finally, hardware restrictions
in terms of processing power and memory capacity impose severe limits on the
number of items and the way they are to be recognized.

In that context, text normalization is to be used in the interface system at
run-time to extract from the information that is available within the music col-
lection (metadata, ID3 tags) parts of a language model to be used for ASR. The
task is quite different to text normalization and preprocessing known from TTS
synthesis in that it may generate multiple hypothesis, while a TTS system nor-
mally opts for the best hypothesis. Further, some part of the information content
may be “neglectable” or “inadequate” as the information found in metadata tags
are often intended for visual displays and may include background or reference
information, such as ordering information (cf. Table 1).

Table 1. Music metadata examples

Content Type
Christmas Carols, Sacred And Liturgical Works, Songs For Children & Patri-
otic Songs And Marches

Album

The Choir of Trinity College, Cambridge,His Majesties Sagbutts and Cornetts Artist

Marc Seales, composer. New Stories. Ernie Watts, saxophone. Artist

House of Virginism, I’ll Be There For You (Doya Dododo Doya) (Stone’s
Glamarama Club Mix)

Title

We Want You - Megamix; Ymca,In The Navy,Go West,Macho Man Title

The main task of a text normalization procedure would be to identify these
portions of the data and remove it from the language model, because it is un-
likely to be used in a spoken selection command; for example Christmas Carols,
Feuchtgrubers 23 neue Großstadtspektakel, The Choir of Trinity College, Marc
Seales and Ernie Watts, I’ll Be There For You and We want you Megamix. Such
a normalization procedure may be realized by using a set of hand-crafted rules
or a statistical model, but is out of the scope of this work.

These differences have an impact on the question of how to evaluate a text
normalization procedure. Thus, our approach was to first perform a data collec-
tion and an evaluation by human judges. Based on that, different metrics known
from different areas of language research were considered as evaluation measures.

2 Building an Initial Evaluation Corpus

The setup should be as realistic and similar to the later application as possible.
Here, this would mean to ask people to select items from their personal music
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Fig. 1. Overview of evaluation process

library by speech and record the spoken utterances. The recordings may also be
carried out within a Wizard-of-Oz scenario, which may take further considera-
tions like dialogue flow issues into account. But we think both are not suitable
for building an (initial) evaluation corpus as it is difficult to obtain recordings
from different persons for the same item, which is essential for an evaluation
corpus, if each participant contributes his individual music library. A Wizard-of-
Oz scenario further imposes several limitations; for example on time and place
as participants can not carry out the recording unsupervised through a web
browser interface. Therefore we selected a test set of 104 items from the FreeDB
music database, consisting of 39 albums, 31 artists and 34 titles. The selected
items have in common that we expect them to be exemplary candidates for text
normalization. For instance, long lists of artist names are a frequent issue. Be-
sides, album names often include additional information like physical packaging
or alternative title names. In order to evaluate text normalization and to assess
the different evaluation metrics, we need (1) a high quality reference set and (2)
a human assessment of the text normalization system. The required information
were collected in two steps. First, we asked 16 people how they would select
music by speech. Therefore an audio recording tool was used to provide each
participant with 30 to 35 pieces of information extracted from MP3 (MPEG-1
Audio Layer 3) files and music databases like FreeDB and to record the spoken
utterances. To make the survey more realistic and to prevent users from simply
reading out the displayed information, the music information was made invisible
2 seconds before the recording was started. The collected recordings were then
transcribed according to their spelling; for example it makes a difference in the
transcription whether one said “zero eighty-four” or “zero eight four”. For each
category (Album, Artist or Title) we have a minimum of 2 recordings and a
maximum of 6 recordings. A first analysis of the recorded data has shown that
(1) there is a certain agreement among the participants how to select music by
speech, (2) the agreement is on average higher on titles than on artists than on
albums and (3) the participants prefer short “queries” [Martin Pfeil, 2007].

In the second step we asked 22 people, 13 of them also participated in the
recording session before, to assess both the collected human normalizations from
the recording session and the automatically generated normalizations. Using a
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Table 2. Transcribed human hypotheses of two items

Original item Human hypotheses
What Good Did You Get (Out of Breaking My Heart)
1964

1. What Good Did You Get
Nineteen Sixty-Four
2. What Good Did You Get
3. What Good
4. What Good Do You Get
5. What Did You Get

A Fistful Of Dollars (Original Soundtrack) 1. Fistful Dollars
2. A Fistful Of Dollars
3. Fistful Of Dollars
4. Soundtrack von Eine Hand-
voll Dollars

webform, the participants could rate each normalization ranging from “I would
select exactly in this way” (5 points) to “I would not select in this way at all”
(1 point). A primary feedback of the participants of the recording session was
that they think their normalizations made implicitly when selecting the shown
items by speech are highly affected by chance due to the fact that most of the
items were unknown to them; thus we have to expect that the collected data
does not reflect a consistent impression of “good” references. Using the data of
the second evaluation phase we see that more than 70% assigned the maximum
given points to their own normalization made in the recording session. Even if
this is quite a good result when remembering the feedback of the participants,
this is an further indication that not all of the collected hypotheses are of high
quality as we can also see from Table 3.

Table 3. Statistics of human evaluation; * of the means per normalization

Human references Automatic normalizations
Total number 345 244

Number of ratings 2557 1796

Average per item 7.41 7.36

Average score * 3.05 2.71

Median score * 3.00 2.65

Standard deviation * 0.80 0.96

3 Evaluation Metrics

As already mentioned, the quality of a normalization is a rather subjective im-
pression and there is no quantifiable notion of whether a normalization is “good”
or not; especially the second point is a problem for automatic evaluation. With re-
spect to our rather small corpus, we looked into evaluation metrics from different
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disciplines. Disciplines facing the same problems in evaluation are for example ma-
chine translation and speech recognition. From the common available automatic
evaluation metrics we selected three, which we think may be suitable to evaluate
text normalization. These are a multi reference version of the word error rate (m-
WER) [Sonja Nießen, 2002] [McCowan et al., 2004], the Bilingual Evaluation Un-
derstudy (BLEU) metric [Papineni et al., 2001] [Callison-Burch et al., 2006] and
the Metric for Evaluation of Translation with Explicit ORdering (METEOR)
[Banerjee and Lavie, 2005].

The word error rate is the most obvious metric to evaluate text normalization
because text normalization is a string editing problem and it was already used
before to evaluate text normalization in the context of TTS by Sproat et al.
[Sproat et al., 1999]. The m-WER is an error rate and we want a measure for
the goodness; therefore we report 1 − Scorem–WER instead. In order to get a
recognition/success rate between 0 and 1, the m-WER score is limited to 1.
Further we tested a different normalization of the edit distance by the length
of the best match reference, but initial tests were rather disappointing and we
will not continue to pursue this approach. Initial tests also indicated that the
micro-average of the m-WER might be inappropriate; its macro-averaged version
states better results.

The METEOR metric favours recall in that it applies a 9:1 weighting when
combining it with precision. Precision penalizes candidate normalizations being
too long and recall those normalizations being too short, both in comparison to a
reference. The analysis of the survey data gave no evidence that the participants
favour candidate normalizations being too short nor being too long in comparison
to a reference. Therefore we evaluate a version of the METEOR metric equally
weighting precision and recall (1:1), which is referred as METEOR-1 in the
following, too.

An analysis of the data collection and human evaluation has shown that hu-
man references have an average length (in terms of words) of around 3; therefore
we apply the BLEU metric on unigrams, bigrams and trigrams only.

4 Experimental Evaluation/Results

The selected evaluation metrics return a (decimal) score between 0 and 1. To
compare these scores with the scores assigned by the human judges, we apply
the following linear regression:

scoreMetric,scaled = 1 + 4 · scoreMetric

All evaluated metrics assess a hypothesis in that they try to compute on its
closeness to a set of references in some way; therefore the reference set should
be selected carefully. Filtering out “worse” references also reduces the number of
items that can be evaluated. Fortunately, this has no significant impact on the as-
sessment of the remaining automatic normalizations as we can see from Table 4.
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Table 4. Test set size

References with average score
≥ 1 ≥ 2 ≥ 3 ≥ 4

Number references 345 318 187 51

Evaluated items 103 103 100 48

Avg. human assessment 2.71 2.71 2.71 2.78

The final test set contains 48 items, having 114 candidate normalizations and
51 human references, all having an average score greater equal 4. The candidate
normalizations have an average human assessment of 2.78.

Table 5. Final reference set of six items

Original item Reference(s)
What Good Did You Get (Out of Breaking My Heart)
1964

What Good Did You Get

A Fistful Of Dollars (Original Soundtrack) A Fistful Of Dollars

Celtic Christmas II - A Windham Hill Collection Celtic Christmas 2

101% Soul - Disc 1 - Souled out 101% Soul

Fats Waller,Fats Waller and His Rhythm 1. Fats Waller
2. Fats Waller and His Rhythm

Vamos Ya (Dame Mas/Give It Up) Vamos Ya

The m-WER and METEOR metric produce scores per normalization. We
compare both at normalization level to human assessment in that we compute
the correlation coefficient on the average human assessment and metric score per
normalization; we can not do that for BLEU. An important part of the BLEU
metric is the brevity penalty, which is computed at corpus level; therefore it
is pointless to report the BLEU scores at normalization level because (1) the
brevity penalty at normalization level would be too harsh and (2) reporting the
score without the brevity penalty is one half of the game only. Therefore we
compare the metrics at corpus level to get comparable figures for the BLEU
metric.

The results of the evaluation at corpus put the correlation figures at candi-
date level into perspective: the correlation of the METEOR variants, especially

Table 6. Spearman Correlation at normalization level

Correlation
m-WER 0.70

METEOR 0.57

METEOR-1 0.66
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Table 7. Metric scores at corpus level

Score
m-WER 1.60

m-WER (macro-average) 2.73

METEOR 4.15

METEOR-1 3.58

BLEU-1 3.12

BLEU-2 2.88

BLEU-3 2.54

Human assessment 2.78
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Fig. 2. Metric scores at corpus level

METEOR-1, with human judgement seems to be too high. This is probably re-
lated to Spearman’s rank correlation coefficient, which computes the correlation
on the differences in ranking, and may extenuate the difference in the absolute
scores. Of the three BLEU variants, the BLEU metric on bigrams seems to track
human judgement best; this result is not really unexpected. The BLEU-1 met-
ric does not take word order into account, but human judges seem to consider
word order to some extent in their judgement; on the other hand the higher the
n-grams get the less variation BLEU allows in word order.

The low scores of the micro-averaged/original version of the m-WER metric
are an indicator that the micro-average is more susceptible to outliers than the
macro-average. This effect is extremely high on the word error rate than on
BLEU and both METEOR variants which also use the micro-average because
the numerator can exceed the denominator in the word error rate. Thus a few
“worse” candidates, having a high edit distance, can skew the whole micro-
average value.

Using the Mann-Whitney-U test, there is no significant (detectable) differ-
ence at a significance level of α = 0.05 between human judgement and the
m-WER metric at candidate level but for both METEOR variants. The 95%
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confidence interval of the difference of human judgement and the m-WER met-
ric is [−0.19, 0.57].

5 Conclusions

We have presented our effort to create an initial corpus for the evaluation of
text normalization in the context of speech-based dialogues, in special speech-
based music selection. On this rather small test set, the m-WER metric and
BLEU metric on bigrams state the closest results to human judgement. The next
logical step is to enhance our evaluation corpus in terms of number of items and
references and to confirm our findings on a larger scale. However, the experiences
made with data collection and human assessment here impose that this will be
a time consuming and perhaps expensive task and new approaches have to be
applied for example to transcribe the collected data. A possible improvement
may be the use of an automatic or semi-automatic transcription of the recorded
human references. Another question, which may reduce the effort of collecting
references, concerns in how far one can reuse textual music queries, for example
from online music shops, as an indicator how humans would like to select music
by speech.

A general drawback of the currently applied automatic evaluation methods is
its dependency on a reference set. Thus a long-term goal for future work is to
develop evaluation methods being independent of such a reference set; statistical
models could be a possible solution to this problem.
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Abstract. In this paper, we present a statistical methodology for dia-
log management. This methodology is based on a classification procedure
that considers all of the previous history of the dialog and the result of
the queries to the module that controls the application. The classifica-
tion procedure is divided into two phases to generate the next system
turn. We summarize the work that has been carried out to apply this
methodology for developing a dialog system for booking sports facili-
ties. A dialog simulation technique has been used to acquire a dialog
corpus for this task and to develop a dialog manager following the pro-
posed methodology. The final model has been evaluated using a corpus
recorded for the task with real users.

1 Introduction

The use of statistical techniques for the development of the different modules
that compose a dialog system has been of growing interest during the last decade
[Young, 2002]. These approaches are usually based on statistically modeling the
different processes and learning the parameters of the model from a dialog cor-
pus. This type of methodologies has been traditionally applied within the fields
of speech recognition and natural language understanding [Minker et al., 1999],
[Esteve et al., 2003]. The application of statistical methodologies to model the
behavior of the dialog manager is providing interesting results in more recent
years [Lemon et al., 2006], [Williams and Young, 2007].

In this field, we have developed an approach to manage the dialog using a
statistical model learned from a labeled dialog corpus [Hurtado et al., 2006]. This
work was carried out within the framework of a Spanish project called DIHANA
[Bened́ı et al., 2006]. The task defined for this project was the telephone access
to a system that provides railway information in Spanish.

In this paper, we describe our work to use this methodology to develop a
dialog manager within the framework of a new Spanish project called EDECAN
[Lleida et al., 2006]. The main objective of the EDECAN project is to increase
the robustness of a spontaneous speech dialog system through the development of
technologies for the adaptation and personalization of the system to the different
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acoustic and application contexts in which it can be used. The task defined for
the EDECAN project is the multilingual query to an information system for the
booking of sport activities in our University. Users can ask for the availability,
the booking or cancellation of facilities and the information about their current
bookings.

The success of statistical approaches depends on the quality and quantity
of the data used to develop the dialog model. A great effort is necessary to
acquire and label a corpus with the data necessary to train a good model.
One solution for this problem consists of the development of a module that
simulates the user answers. Different techniques have been developed in recent
years to learn user models [Schatzmann et al., 2006], [Cuayáhuitl et al., 2006],
[Georgila et al., 2006].

We have recently presented an approach to acquire a labeled dialog cor-
pus from the interaction of a user simulator and a dialog manager simulator
[Griol et al., 2007]. In this approach, a random selection of the system and user
answers is used. The only parameters that are needed for the acquisition are
the definition of the semantics of the task (that is, the set of possible user and
system answers), and a set of criterions to automatically discard unsuccessful
dialogs. We have acquired a corpus for the EDECAN task using this approach.
This corpus has been used for learning an initial dialog manager for the EDE-
CAN task. In this paper, we present the evaluation of this manager using a set
of 150 dialogs that was recorded at the telephone sport service of our University.

2 Dialog Management in the EDECAN Project

In most dialog systems, the dialog manager takes its decisions based only on the
information provided by the user in the previous turns and its own model. This
is the case of most of slot-filling dialog systems, like the system designed for the
DIHANA project [Hurtado et al., 2006]. This process is as follows:

Let Ai be the output of the dialog system (the system answer) at time i,
expressed in terms of dialog acts. Let Ui be the semantic representation of the
user turn (the result of the understanding process of the user input) at time
i, expressed in terms of frames. We represent a dialog as a sequence of pairs
(system-turn, user-turn):

(A1, U1), · · · , (Ai, Ui), · · · , (An, Un)

where A1 is the greeting turn of the system, and Un is the last user turn. We
refer to a pair (Ai, Ui) as Si, the state of the dialog sequence at time i.

In this framework, we consider that, at time i, the objective of the dialog
manager is to find the best system answer Ai. This selection is a local process
for each time i and takes into account the previous history of the dialog, that is
to say, the sequence of states of the dialog preceding time i:

Âi = argmax
Ai∈A

P (Ai|S1, · · · , Si−1)

where set A contains all the possible system answers.
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As the number of all possible sequences of states is very large, we define
a data structure in order to establish a partition in the space of sequences of
states (i.e., in the history of the dialog preceding time i). This data structure,
that we call Dialog Register (DR), contains the information provided by the
user throughout the previous history of the dialog. All the information captured
by the DRi at a given time i is a summary of the information provided by the
sequence S1, · · · , Si−1. Using the DR, we obtain a great reduction in the number
of different histories in the dialogs at the expense of a loss in the chronological
information. We consider this to be a minor loss because the order in which the
information is supplied by the user is not a relevant factor in determining the
next system answer Ai. After applying the above considerations and establishing
the equivalence relation in the histories of dialogs, the selection of the best Ai is
given by:

Âi = argmax
Ai∈A

P (Ai|DRi−1, Si−1)

The last state (Si−1) is considered for the selection of the system answer due
to the fact that a user turn can provide information that is not contained in the
DR, but is important to decide the next system answer. This is the case of the
task-independent information (e.g., Affirmation, Negation and Not-Understood
dialog acts).

In other dialog systems (for instance, the system defined for the EDECAN
project), the dialog manager generates the following system answer taking into
account not only the information provided by the user, but also the information
generated by the module that controls the application (that we call Application
Manager, AM).

The AM developed for the EDECAN dialog system performs two main func-
tions. On the one hand, this module performs the queries to the database. On
the other hand, it has to verify if the user query follows the regulations defined
for the task (a user can book only one court a day, the facilities can not be
booked if the user is suspended, etc.).

Then, the result of queries to the AM has to be considered in order to generate
the following system answer. For instance, in order to book the facilities (e.g., a
tennis court), several situations can happen:

– After the query to the database, it is detected that the user is suspended.
The system must inform the user that s/he will not be able to book sport
facilities until the period of sanction has finished.

– After the database query, if it is verified that there is not any facility that
fulfills the user requirements, the system must inform about it. In this sit-
uation, the system can inform the user if the required facility is available if
one or several of these requirements are changed (e.g., the hour).

– As a result of the query to the database, it is verified that there is only one
available facility that fulfills the user requirements. The system must confirm
that everything is correct to complete the booking.
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– If there are two or more available facilities that fulfill the user requirements,
the system must verify which of them the user want to book.

We have decided that two phases are required for the selection of the next system
turn in this type of tasks. In the first phase, the information contained in the
DR and the last state Si−1 are considered to select the best request to be made
to the AM (Â1i):

Â1i = argmax
A1i

∈A1

P (Ai|DRi−1, Si−1)

where A1 is the set of possible requests to the AM .
In the second phase, the final system answer (Â2i) is generated taking into

account Â1i and the information provided by the AM (AMi):

Â2i = argmax
A2i

∈A2

P (Ai|AMi, A1i)

where A2 is the set of possible system answers.
In our previous work on dialog management, we proposed the use of a mul-

tilayer perceptron (MLP) to obtain the system answer [Hurtado et al., 2006].
Figure 1 shows the scheme proposed for the development of the dialog manager
for the EDECAN project, detailing the two phases described for the generation
of the final system answer. We propose the use of two MLPs, each one to deal
with the specific information defined for each phase.

Fig. 1. Scheme of the dialog manager designed for the EDECAN project

3 The Semantics of the EDECAN Task

The definition of the semantics of the EDECAN task has been carried out con-
sidering the different functionalities required for the booking system and the
information that is required to complete them. A set of dialogs recorded at the
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telephone sport service of our University with real users has been labeled in
terms of dialog acts to make this definition. This corpus contains 150 dialogs
(873 user turns). Figure 2 shows an example of a dialog taken from this corpus.

S1: Welcome to the sport service. How can I help you?
U1: I want to book a tennis court for March the 3rd.
S2: What time do you want to play?
U2: At three o’clock in the afternoon.
S3: Tennis courts number 1 and number 3 are available on March the 3rd. Which do

you want to book?
U3: Tennis court number 1.
S4: I have just booked you the tennis court number 1 for March the 3rd at 15:00.

Anything else?
U4: Yes, I want to cancel a paddle court for tomorrow.
S5: Do you want to cancel the booking of a paddle court for March the 1st at 19:00?
U5: Yes.
S6: I have just cancelled you the required court. Anything else?
U6: No, thank you.
S7: Thank you for using the sport service. Goodbye.

Fig. 2. An example of a dialog for the EDECAN task

3.1 User Dialog Acts

In the case of user turns, the dialog acts correspond to the classical frame repre-
sentation of the meaning of the utterance. A frame is a structure for representing
a concept or situation. Each concept in a domain has usually associated a group
of attributes (slots) and values. In the semantic representation defined for the
EDECAN task, one or more concepts represent the intention of the utterance,
and a sequence of attribute-value pairs contains the information about the values
given by the user. In this task, we defined seven concepts (Availability, Book-
ing, Booked, Cancellation, Affirmation, Negation, and Not-Understood) and six
attributes (Sport, Hour, Date, Court-Type, Court-Number, and Order-Number).
An example of the semantic interpretation of an input sentence is shown below:

User Turn
I want to book a squash court for tomorrow afternoon.
Semantic Representation
(Booking)

Sport : squash

Date: tomorrow

Hour : afternoon

3.2 System Dialog Acts

The labeling of the system turns is similar to the labeling defined for the user
turns. A total of 25 task-dependent concepts has been defined:
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– Task-independent concepts (Affirmation, Negation, Not-Understood, New-
Query, Opening, and Closing).

– Concepts used to inform the user about the result of a specific query (Avail-
ability, Booking, Booked, and Cancellation).

– Concepts defined to require the user the attributes that are necessary for a
specific query (Sport, Date, Hour, and Court-Type).

– Concepts used for the confirmation of concepts (Confirmation-Availability,
Confirmation-Booking, Confirmation-Booked, Confirmation-Cancellation)
and attributes (Confirmation-Sport, Confirmation-Date, Confirmation-Hour,
Confirmation-CourtType).

– Concepts relative to the AM : the non-fulfillment of the booking regulations
(Rule-Info) or the need of selecting some of the available facilities (Booking-
Choice, Cancellation-Choice).

A total of six attributes has been defined (Sport, Court-Type, Court-Number,
Date, Hour, and Availability-Number). An example of the labeling of a system
turn is shown below:

System Turn
Do you want to book the squash court number 1 in the sports hall on March the 5th
from 20:00 to 20:30?
Labeling
(Confirmation-Booking)

Sport : squash

Date: 03-05-2008

Hour : 20:00-20:30

Court-Type: sports hall

Court-Number :1

3.3 Dialog Register Representation

For the EDECAN task, the DR is a record structure of 10 fields, where each con-
cept or attribute has a field associated to it. The sequence of fields for concepts
and attributes is shown in Table 3.

For the dialog manager to determine the next answer, we have assumed that
the exact values of the attributes are not significant. They are important to
access the database and to generate the output sentences of the system. However,
the only information necessary to determine the next action by the system is
the presence or absence of concepts and attributes, and their confidence scores.
Therefore, the information we used from the DR is a codification of this data in
terms of three values, {0, 1, 2}, for each field in the DR according to the following
criteria:

– 0: The concept is not activated, or the value of the attribute is not given.
– 1: The concept or attribute is activated with a confidence score that is higher

than a given threshold (a value between 0 and 1).
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Concepts Attributes
Availability Sport
Booking Court-Type
Booked Court-Number
Cancellation Date

Hour
Order-Number

Fig. 3. Dialog Register (DR) defined for the EDECAN task

– 2: The concept or attribute is activated with a confidence score that is lower
than the given threshold.

Therefore, each DR can be represented as a 10-length string from {0, 1, 2}10.

3.4 Representation Defined for the Information

The representation defined for the input pair (DRi−1, Si−1) is as follows:

– The dialog register (DR): As stated above, the DR defined for the EDECAN
task stores a total of ten characteristics (four concepts and six attributes).
Each one of these characteristics can take the values {0, 1, 2}. Therefore,
every characteristic has been modeled using a variable with three bits.

xi = (xi1 , xi2 , xi3 ) ∈ {0, 1}3 i = 1, ..., 10

– The codification of the dialog acts corresponding to the last answer generated
by the system (Ai−1): This information is modeled by means of a variable,
which has as many bits as possible different system answers detailed for our
system in terms of frames (25).

x11 = (x111
, x112

, x113
, · · · , x1125

) ∈ {0, 1}25

– Task-independent information, that is not included in the DR (Affirmation,
Negation, and Not-Understood dialog acts): These three dialog acts have been
coded with the same codification used for the information in the DR; that
is, each one of these three dialog acts can take the values {0, 1, 2}. Therefore,
this information is modeled using three variables with three bits.

xi = (xi1 , xi2 , xi3 ) ∈ {0, 1}3 i = 12, ..., 14

Therefore, the pair (DRi−1, Si−1) can be modeled with a variable with 14
characteristics:

(DRi−1, Si−1) = (x1, x2, x3, · · · , x14)

The answer generated by the AM has been coded considering the set of possi-
ble answers after carrying out a query to the AM . This set includes the different
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situations that a query to the AM developed for the EDECAN task can generate,
and that are reflected in our corpus:

– Case 1: The AM has not taken part in the generation of the final system
answer, for example, when the dialog manager selects the confirmation of an
attribute, the closing of the dialog, etc.

– Cases 2-4: After a query to the database, the AM informs that there is not
any facility that fulfills the user requirements (case 2), only one facility is
available (case 3) or more than one facility is available (case 4).

– Case 5: The AM informs that the user query cannot be completed because
it does not fulfill the regulations.

Then, the answer generated by AM has been modeled with a variable of five
bits:

AM = (x1, x2, x3, x4, x5) ∈ {0, 1}5

Our objective is to incorporate new functionalities to the AM by introducing
a user profile for adapting the system behavior to the user preferences. Then,
it will be also possible to incorporate personalized suggestions that take into
account this profile.

4 Our Approach for Automatically Acquiring a Dialog
Corpus

As stated in the introduction, our approach for acquiring a dialog corpus is
based on the interaction of a user simulator and a dialog manager simulator.
Both modules use a random selection of one of the possible answers defined
for the semantics of the task (user and system dialog acts). At the beginning
of the simulation, the set of system answers is defined as equiprobable. When
a successful dialog is simulated, the probabilities of the answers selected by
the dialog manager during that dialog are incremented before beginning a new
simulation.

The user simulation simulates the user intention level, that is, the simulator
provides concepts and attributes that represent the intention of the user utter-
ance. Therefore, the user simulator carries out the functions of the ASR and
NLU modules.

The semantics selected for the dialog manager is represented through the 25
possible system answers defined for the task. The selection of the possible user
answers is carried out using the semantics defined for the NLU module.

An error simulator module has been designed to perform error generation
and the addition of confidence measures in accordance with an analysis of a
corpus of 900 dialogs acquired using the DIHANA dialog system with real users.
This information modifies the frames generated by the user simulator and also
incorporates confidence measures for the different concepts and attributes. Ex-
perimentally, we have detected 2.7 errors per dialog. This value can be modified
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to adapt the error simulator module to the operation of any ASR and NLU
modules.

4.1 The Corpus Acquisition

A maximum number of system turns per dialog was defined for acquiring a
corpus. The dialog manager considers that the dialog is unsuccessful and decides
to abort it when the following conditions take place:

– The dialog exceeds the maximum number of system turns.
– The answer selected by the dialog manager corresponds with a query not

required by the user simulator.
– The AM provides an error warning because the user simulator has not pro-

vided the mandatory information needed to carry out the query.
– The answer generator provides a error warning when the selected answer

involves the use of a data not contained in the DR, that is, not provided by
the user simulator.

A user request for closing the dialog is selected once the system has provided
the information defined in the objective(s) of the dialog. The dialogs that fulfill
this condition before the maximum number of turns are considered successful.

Table 1 summarizes the statistics of the acquisition of a corpus for the EDE-
CAN task. A total of 100,000 dialogs were simulated. A set of 15 scenarios was
defined to specify the objectives of the simulation.

Table 1. Statistics of the corpus acquisition

Simulated dialogs 100, 000

Successful dialogs 2,521

Different dialogs 1,973

Number of user turns per dialog 4.2

4.2 Dialog Example

Table 2 shows an example of a dialog that compose the acquired corpus. The
objective defined for the dialog was the booking of a tennis court for March the
14th at eight o’clock. The confidence scores generated by the error simulator are
shown between brackets. A sentence in natural language, that is equivalent to
the labeled system turn selected by the dialog manager, has been incorporated
to clarify the explanation.

The dialog begins with a greeting turn generated by the system (S1). In the
first turn, the simulated user provides the Sport, the Date and the Hour. The
error simulator introduces in this first turn an error value in the Date slot (it
changes day 14 for day 15) and assigns confidence scores to the different slots.
In this case, a low confidence is assigned to this erroneous value.

In the second system turn, a confirmation for the Date is selected. Considering
the information defined in the objective of the scenario, the user simulator selects
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Table 2. An example of a dialog extracted from the simulated corpus

S1: (Opening)
Welcome to the sport service. How can I help you?
U1: (Booking) [0.9]

Sport: Tennis [0.9]
Date: 03-15-2008 [0.1]
Hour : 08.00-09.00 [0.9]

S2: (Confirmation-Date)
Do you want to play on the 15th March?
U2: (Negation) [0.9]

Date: 03-14-2008 [0.9]
S3: (Confirmation-Booking) Sport: Tennis Date: 2008-03-14 Hour : 08.00-09.00
{One court available} Do you want to book tennis court number 2?
U3: Yes.
S4: (Booking) Sport: Tennis Date: 2008-03-14 Hour : 08.00-09.00 (New-Query)
Tennis court number 2 has been booked. Anything else?
U4: (Negation) [0.9]
S5: (Closing)
Thank you for using the sport service. Goodbye.

a Negation dialog act and provides the correct value for the Date according to
the objective (U2). In this turn, the error simulator assigns a high confidence
value to the information provided by the user. In the following system turn (S3),
the dialog manager selects to make a booking query to the database. There is
only one court available. The user simulator confirms the booking in U3. Once
the objective of the dialog is achieved, the user simulator selects a request for
closing the dialog in the following turn (U4).

5 Evaluation

The corpus described in the previous section has been used to learn a statistical
dialog manager for the EDECAN task according to the methodology presented in
Section 2. The corpus provided by the telephone sport service of our University
was used as a test set to evaluate the behavior of this dialog manager with a real
user corpus. Software developed in our research group was used to model and
train the MLPs. MLPs were trained using the backpropagation with momentum
algorithm. The topology used was two hidden layers with 100 and 10 units each
one.

We defined three measures to evaluate the performance of the dialog man-
agers. These measures are calculated by comparing the answer automatically
generated by the dialog manager for each input in the test partition with regard
to the reference answer annotated in the corpus. This way, the evaluation is
carried out turn by turn. The first measure is the percentage of answers that
are equal to the reference answer in the corpus (%exact). The second measure is
the percentage of answers that are coherent with the current state of the dialog
(%correct). Finally, the third measure is the percentage of answers that are con-
sidered erroneous according to the current state of the dialog and would cause
the failure of the dialog (%error). The last two measures have been obtained
after a manual revision of the answers provided by the dialog managers.
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Table 3 shows the results of the evaluation of the dialog manager. The results
obtained after the experimentation show that the statistical dialog management
technique successfully adapts to the requirements of the EDECAN task, provid-
ing the dialog manager a 89.8% of answers that are coherent with the current
state of the dialog. In addition, the 75.3% of answers are equal to the reference
answer in the corpus. The percentage of answers provided by the dialog manager
that can cause the failure of the dialog is considerable (3.9%). Also, there is a
remaining 6.3% of system answers that do not suppose the dialog failure, but
are not coherent with the current state of the dialog (for example, answers that
require information that the user has already provided). We want to reduce both
percentages by incorporating new dialogs to our initial corpus.

Table 3. Results of the evaluation of the statistical dialog manager developed for the
EDECAN project

%exact %correct %error

System answer 75.3% 89.8% 3.9%

6 Conclusions

In this paper, we have described a statistical approach for dialog management
based on a classification process that takes into account the information provided
by the user and the module that controls the application. The dialog model
is learned from a corpus of training samples. The performance of the dialog
manager depends on the quality and size of the corpus used to learn its model.
We have presented a technique for automatically acquiring a dialog corpus. The
simulated dialogs are automatically generated in the labeling format defined for
the task. Therefore, the effort necessary to acquire a dialog corpus and learn
a dialog manager is considerably reduced. The results of the evaluation of the
statistical dialog manager learned using the acquired corpus show that it could
be used as an initial dialog manager, generated without many effort and with
very high performance.

At the moment, our objective is to carry out the evaluation of the differ-
ent modules that make up the EDECAN dialog system with real users. This
evaluation is going to be made in a supervised way, using the statistical dialog
manager presented in this work. The acquired dialogs will be used to evaluate
and improve the initial dialog model.

References

[Bened́ı et al., 2006] Bened́ı, J., Lleida, E., Varona, A., Castro, M., Galiano, I., Justo,
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Sistema de diálogo multidominio con adaptación al contexto acústico y de aplicaci
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Abstract. We present a supervised machine learning approach for de-
tecting problematic human-computer dialogs between callers and an
automated agent in a call center. The proposed model can distinguish
problematic from non-problematic calls after only five caller turns with
an accuracy of over 90%. Based on a corpus of more than 69,000 dialogs
we further employ the classifier’s decision to given business models and
present the cost savings that can be achieved by deploying classification
techniques to Interactive Voice Response systems.

1 Introduction

Increasingly, companies are looking to reduce the costs of customer service and
support via automation. With respect to telephone applications, we are witness-
ing a growing utilization of spoken dialog technology in recent call centers. Such
Interactive Voice Response (IVR) systems are being used in various domains:
in call routing, where the system serves as front-end to the actual human ex-
pert; as information retrieval systems (train schedules, package tracking, etc.);
as transactional applications (money transfer, stock trading, hotel booking); or
even as problem solvers, such as technical support automated agents, the most
recent and complex application of IVRs. Most of those systems are based on
touch-tone input, spoken language keywords or a combination of both. Less of-
ten, they are able to deal with natural language input. The intentions behind
these automation trends are various. Call center automation

– reduces costs: automated services offer a high ROI (return on investment)
– unburdens the operators: routine requests such as answering frequently asked

questions or finding the right contact person at the company’s switchboard
are left to the automated system

– lowers the holding time for customers: the caller is handled directly without
waiting time

– provides constant quality: the caller receives a consistent service and uniform
information

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 72–80, 2008.
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However, not all calls can be handled successfully by automated systems.
Common problems are: the topic the customer talks about is out-of-domain
(semantic problem), the speech recognition does not work due to bad transmis-
sion quality, dialect or background noise (speech recognition problem) or the
customer is not used to handling this emerging technology due to low media
competence (usability problem).

However, effusive and cumbersome automation lowers customer satisfaction.
Hence, an elegant trade-off between automated agents and human operators
ultimately needs to be found. An approach that has been discussed in recent
years is to let the caller start with the automated system, automatically detect
problematic conversations, and change the dialog strategy of the system or bring
in a human operator if and when a problem occurs.

2 Related Work

Some of the first models to predict problematic dialogs in IVR systems have
been proposed by Walker et al. ([Walker et al., 2000b], [Walker et al., 2000a],
[Walker et al., 2002]). Walker et al. employ RIPPER, a rule-learning algorithm,
to implement a Problematic Dialogue Predictor forecasting the call-outcome of
calls in the HMIHY (How May I Help You) call routing system from AT&T.
The classifier is able to determine whether a call belongs to the class “prob-
lematic” or “not problematic” and this information is used to adapt the dialog
strategy of the dialog manager and to repair problems. The accuracy of the clas-
sifier after two turns between the user and the system is 79.9% using automatic
features; an improvement of 24.4% compared to the baseline, a random guess
of the majority class (64.0%). [Levin and Pieraccini, 2006] combined a classifier
with various business models to arrive at a decision to escalate a caller de-
pending upon expected cost savings in so doing. The target application is that
of a technical support automated agent. [Horvitz and Paek, 2007] consider the
influence of an agent queue model on the call outcome and include the availabil-
ity of human operators in their decision process. Similarly, [Kim, 2007] present
a problematic/non-problematic classifier that is trained with 5-grams of utter-
ances from callers that reaches an accuracy of 83% after 5 turns. Escalation is
performed when the quality falls below a certain threshold.

Our approach accounts for both points of view considered in the aforemen-
tioned studies. First, we introduce a classification approach that can either serve
as indicator to the dialog manager to change the dialog strategy or to escalate
to a human agent. Second, we integrate the classification outcome with different
business models to consider the expected cost savings.

3 Domain

The following experiments are based on data collected from an automated trou-
bleshooting agent that is currently deployed for a large High Speed Internet
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provider. The automated agent troubleshoots problems related to billing, provi-
sioning, outages, integration and equipment. Callers are encouraged to describe
their problems in natural spoken English. The application belongs to a new gen-
eration of dialog systems that goes beyond classical FAQ IVRs in that it takes
similar steps as a human agent would to solve the issue and fix the problem.
Figure 1 shows a dialog that we refer to as problematic.

The sample dialog has been captured during a conversation between a
customer and an automated agent unable to troubleshoot the caller’s Internet
problems. As we can see, the customer hung up after several turns because the
conversation didn’t run smoothly. While the automated agent was attempting to
ping the customer’s modem, the customer continued talking to the agent. Since
the agent did not expect an answer from the customer at this point in time and
the utterance did not match the activated standard grammars, the ASR mod-
ule output nomatch-events. Evidently, the customer was not comfortable and/or
experienced in dealing with IVRs. At the very least, the caller appeared to be
uncooperative. Our aim is to detect such problematic dialogs and intervened be-
fore it is “too late.” We highlight two different views on classifying problematic
dialogs. The first model enables a constant monitoring and re-rating of the call
quality wherein the accuracy increases as the dialog progresses. The second view
considers call quality monitoring from the point-of-view of a service provider
that applies a defined business model. We link the classifier output to a cost
function and show the degree of cost reduction a classifier brings.

4 Slipper

We employed SLIPPER, a fast and effective rule learner for classification pur-
poses. SLIPPER stands for Simple Learner with Iterative Pruning to Produce
Error Reduction [Cohen and Singer, 1999] and is an instance of a supervised
learning algorithm. During training it creates easily understandable and com-
pact if-then-else-rules for classification.

Using SLIPPER provides several advantages: it is fast in classification and is
thus ideally suited for integration in a real-time system such as a dialog manager.
Furthermore, its learned rules are easy to understand and facilitate comprehen-
sible hypotheses that enable good classification accuracies. SLIPPER is based
on AdaBoost, a special form of boosting algorithm that combines a number of
weak classifiers to arrive at a precise predictor for classification.

For classifying between two classes, SLIPPER creates a strong hypothesis
H(x) comprising combination of weak hypotheses ht(x) that are weighted (α)
in an iterative process depending on their significance to the overall outcome.
Given a set of features x the classifier outputs “-1” for class 1 and “+1” for class
2 (sign-function).

H(x) = sign

(
T∑

t=1

αtht(x)

)
(1)
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Table 1. Example dialog of a problematic call from an automated agent. Caller utter-
ances are transcribed using the predicted (ASR) transcriptions.

Agent: (chime) This is our automated Internet
troubleshooter. Please hold on while I look
up your account.

Agent: Okay. I found it.

Agent: Are you calling because you’ve lost your
Internet connection? Please say yes or no.

Caller: um sure thanks yes

Agent: All right. Lets get that fixed. I’m going to
check your modem from my end; one mo-
ment please.

Caller: all ack [nomatch]

Agent: Oh! Sorry, I’ll just say this again. I just
need to check your modem.

Caller: all ack [nomatch]

Agent: Thanks for waiting. I do see your modem
on our network, but I need to make sure it
can communicate correctly.

Caller: have map [nomatch]

Agent: Oh! Sorry, I’ll just say this again. I just
wanted to say that I can see your modem
but I understand you cannot connect.

Caller: have map [nomatch]

Agent: I’m going to reset it in a moment, but be-
fore I do I need to know... Are you call-
ing using Acme Telephone Service, a Re-
gional Phone Service, or an Internet-Based
Telephone Service? In other words, is your
phone plugged into a piece of computer
equipment?

Caller: yes mam yes

Agent: Okay, Acme’s name for this service is Acme
Telephone. Do you use Acme’s telephone
service?

Caller: no no

Agent: And who is your Internet Based Telephone
Service provider?

Caller: oh that is

Caller hangs up
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This final hypothesis H(x) contains all weighted weak rules that make up the
classification algorithm.

In the call classification domain those weak rules for detecting a bad call can
be, for example:

– if the average recognition accuracy from the ASR is below 60%
– if we observe the words “operator” or “agent” at least two times
– if the user did not respond more than three times to a question by from the

IVR

SLIPPER determines such rules automatically. The model is trained with a set
of features and an according label.

5 Corpus and Features

The employed corpus (see Table 2) comprises 69,296 calls from a commercially-
deployed recent call center recorded between December 3, 2007 and Dec 14, 2007.
It consists of log data that has been captured during the conversation between
the caller and the automated agent.

Table 2. Labeled corpus: non-automated calls are escalated (“E”), completely auto-
mated and partially automated are not escalated (“DE”)

E DE E+DE

Number of calls 31,398 37,898 69,296

Average turns 4.81 18.4 12.25

Average duration (min) 0:52 3:46 2:27

Average duration of 3 turns (min) 0:34 0:42 0:39

The corpus consists of three call types: completely automated, i.e. all caller
problems were solved by the system; partially automated, i.e. some caller prob-
lems were solved by the system but others had to be handled by a human agent;
or not automated, i.e. the system could not help, the caller hung up prematurely
or asked for an agent. We labeled all automated and partially automated calls
as “don’t escalate” (DE) and all not automated calls as “escalate” (E).

For training the model, features from a subset of 36,362 calls were used. The
test set consists of 18,099 disjunct calls. We extracted the following features from
each dialog turn:

ASR features. Raw ASR transcription of the caller’s utterance (utterance). ASR
confidence of returned utterance transcription, from 0–100 (confidence). Name
of the grammar that returned the parse (triggeredgrammarname). Whether the
caller communicated with speech or keypad (inputmode). Whether the speech
recognizer returned a valid parse (‘Complete’) or not (‘No Input’ or ‘No Match’)
(recognition status). Whether or not the caller began speaking before the prompt
completed (bargedin).
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NLU features. The semantic parse of the caller utterance as returned by the
activated grammar in the current dialog module (interpretation). Number of
system tries to retrieve parsable caller input (loopname). The first time the sys-
tem prompts the caller, loopname has the value ‘Initial.’ Subsequent re-prompts
can either be ‘Timeout’ or ‘Retry.’

Dialog Manager features . The number of previous tries to elicit a valid response
from the caller (roleindex ). Whether the system requested substantive user in-
put or confirmed previous substantive input (rolename). Type of dialog activity
(activitytype), e.g. ‘Question’ or ‘Announcement.’ Duration of the dialog turn,
in seconds (duration).

6 Classification

In order to determine the call outcome accurately, we decided to create a separate
model for each position in the dialog. Model 1 was trained with features from
turn 1, model 2 with features from turn 1+2, model 3 from turns 1+2+3, and
so on. In so doing, we were sure to use an appropriate model for classification at
each point in the dialog, one that had been trained only on the dialog features
which had been observed so far. As shown in Table 3, classification accuracy
increases as the number of observed turns increases. After five turns we observe
a call outcome classification rate of 90% being 64% better than the baseline
(54,7%).

The decision of whether to escalate or not would ideally be determined dy-
namically at the earliest possible point in a dialog. For now, though, we choose
a fixed position in the dialog where we decide to escalate or to continue with the
automated system. Given that we observe high accuracy (83%) after only three
turns, it seems appropriate to set this as our fixed point in order to minimize
the time callers spend in calls that eventually get escalated. Furthermore, the
choice of a fixed detection point after three turns is justified by the fact that
the average number of turns in escalated calls in our corpus is rather short (see
Table 2).

7 Revenue Modeling

So far, we have only considered the overall performance accuracy of the classifier,
but have not analyzed the impact of its behavior on business costs and revenue.
This section describes the impact of call escalation prediction on different IVR
revenue models.

For comparison reasons, we employed the same two business models presented
in [Levin and Pieraccini, 2006], but instead of a dynamic decision point—where
the evaluation of the call quality is performed—a fixed decision point is chosen.
By “fixed” we mean that we consult the classifier after three dialog turns to
estimate the call outcome. If the classifier predicts that the call will be escalated
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Table 3. Accuracy of each classifier at turn n

Turns Accuracy Test Error Rate Standard Deviation
2 77.73% 22.27% 0.75%

3 83.74% 16.26% 0.75%

4 88.04% 11.96% 0.69%

5 90.50% 9.5% 0.63%

6 93.09% 6.91% 0.56%

7 94.39% 5.61% 0.53%

8 95.15% 4.85% 0.51%

9 95.51% 4.49% 0.52%

10 95.96% 4.04% 0.53%

11 96.21% 3.79% 0.55%

12 95.13% 4.87% 0.65%

at a later point in time, escalation is performed directly. When the classifier pre-
dicts the call will not be escalated, i.e. a revenue for the automation is probable,
we don’t escalate and let the call proceed without any further classifier-based
escalation.

In these models, each call type has an associated cost per minute rate (cpm)
and each call can be awarded a value based on some scaled factor of m ∗ cpm. In
other words, the cost per minute multiplied by the number of minutes the person
was on the phone with the system plus a constant revenue for automating the
call.

The two models have the following parameters:

– M1: cpm = $0.10 and revenue= $1.00 for an automated call
– M2: cpm = $0.05 and revenue= $0.70 for an automated call

We evaluated the costs of each call on the corpus of 18,099 randomly cho-
sen calls. Note that there are two different labeling methods employed. Labeling
method L1 assumes that automated and partially automated calls are “good”
and are thus labeled as “don’t escalate.” Non-automated calls get the label “es-
calate.” Levin and Pieraccini (labeling method L2) labeled the calls differently:
automated calls get the label “don’t escalate,” partially automated calls and
non-automated calls are labeled with “escalate” (their terms are “automated”
and “not automated”). According to the latter method, the corpus has a different
distribution (see Table 4).

Which labeling method is employed depends again on the business model. If
revenues for partially automated calls are granted, an early automation of those
calls is not recommendable. In the other case, i.e. there is no revenue granted for
partially automated calls, an early escalation saves costs. The results for both
labeling methods L1 and L2, in combination with the two business models M1
and M2, are shown in Table 5.
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Table 4. Corpus labeled according to Levin and Pieraccini: automated calls are esca-
lated (”E”), partially automated and not automated calls are not escalated (”DE”)

E DE E+DE

Number of calls 57,673 11,623 69,296

Average turns 11.19 17.47 12.25

Average duration (min) 2:14 3:33 2:27

Average duration of 3 turns (min) 0:22 0:43 0:39

Table 5. Cost savings using different business models and labeling methods. L1: au-
tomated calls and partially automated calls are not escalated, non-automated calls are
escalated; L2: automated calls are escalated, partially automated and non-automated
calls are not escalated.

Labeling method Model costs without classifier costs with classifier savings

L1 M1 9.95 9.01 0.94 (9.4%)
L1 M2 1.32 1.01 0.31 (23.4%)
L2 M1 9.95 6.1 3.85 (38.7%)
L2 M2 1.32 3.1 -1.78 (-138.5%)

As we can see, the savings strongly depend on the particular business model
and the a priori distribution of the call outcomes. While a classifier in combina-
tion with a business model can bring significant cost reductions (9.4%, 23.4%,
and 38.7% for L1/M1, L1/M2, and L2/M1, respectively), its employment can
also cause much lower revenue (-138.5% for L2/M2). [Levin and Pieraccini, 2006]
reach cost savings of 5.4 cents per call for model L2/M1 compared to 3.85 cents
with our corpus and classifier. This might be attributed to a different distribu-
tion of automated and non-automated calls in the corpus. A direct comparison
could only be given with the same corpus.

8 Conclusion

We presented a powerful model able to detect problematic calls in an IVR system.
After only three turns (in average, after 39 seconds) the classifier is able to
detect escalated calls with an accuracy of over 83%. This information can then be
employed to change the dialog manager’s behavior, i.e. it can lead to an adaption
of the dialog strategy or lead to an escalation of the caller to a human operator.
Both measures can bring significant cost reductions as well as higher customer
satisfaction and caller experience. First, calls that would usually fail can be
recovered by an intelligent, adaptive and problem-aware dialog manager, yielding
a higher automation rate. Second, early escalation of customers that the system
will probably not be able to help saves time fruitlessly spent with the automated
system and, moreover, leads to per-minute savings. Furthermore, the impact
of including a classifier in the dialog manager has been justified on the basis
of various concrete business models. Although these results are corpus-specific,
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they can be generalized to IVRs with similar class-distributions, feature sets and
classification methods and one could expect similar accuracies and cost savings
as shown in this study.

Future work will include the extension of the feature space by the emotional
state of the caller based on lexical and acoustic information; a further refinement
of the classes, i.e. a direct prediction of “automated,” “partially automated” and
“not automated” instead of “escalate” and “don’t escalate”; and the employment
of other supervised learning methods such as neural networks and support vector
machines.
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Abstract. This paper reports about an effort to build a large-scale call
router able to reliably distinguish among 250 call reasons. Because train-
ing data from the specific application (Target) domain was not available,
the statistical classifier was built using more than 300,000 transcribed
and annotated utterances from related, but different, domains. Several
tuning cycles including three re-annotation rounds, in-lab data record-
ing, bag-of-words-based consistency cleaning, and recognition parameter
optimization improved the classifier accuracy from 32% to a performance
clearly above 70%.

1 Introduction

The introduction of natural language processing to automate call routing about
ten years ago [Gorin et al., 1997] has led to a strong interest in the develop-
ment of statistical call classifiers as an enabling technology for interactive voice
response (IVR) applications. The goal of a statistical spoken language under-
standing (SSLU) classifier is that of mapping a natural language utterance—
typically a caller’s response to an open-ended question—to one of a given set of
categories, or classes, of call reasons. Today, SSLU, typically performed by natu-
ral language speech recognition followed by a sentence classifier, is often used as
a more sophisticated replacement of menu-based systems using dual-tone multi-
frequency (DTMF) [itu, 1995] technology (... push 1 for billing push 2 for sales
...) or speech-recognition-based directed dialog (... you can say billing, sales,
or ...). While both DTMF and directed dialog can, in principle, provide very
high accuracy routing, these simple solutions are often not practical for several
reasons:

– In certain applications, the number of classes can be too large to be handled
in a single menu. Even succession of menus hierarchically structured would
prove unwieldy with hundreds of classes, not to mention the bad caller expe-
rience when five or six menu levels are required to reach the correct routing
point.
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Table 1. Domains covered by the call classifier with examples and number of classes

domain description examples classes

TV cable television support cable box issues, picture prob-
lems, On-Demand and Pay-Per-
View orders

79

Internet broadband internet support internet and e-mail problems,
setup, equipment, security

63

Phone telephone support voice mail, caller ID, phone fea-
tures, dial tone

62

General everything not covered by the above billing, orders, appointments 46

Target everything covered 250

– Even when prompted with a clear menu, callers often describe the reason
why they are calling in their own words, and that may not be covered by
the rule-based grammar typically used with directed dialog systems.

– For complex domains, callers may not understand or be familiar with the
terms used in the menu. For example in response to the prompt: Do you
have a hardware, software, or configuration problem?, they may respond
unexpectedly (My CD-ROM does not work!) or choose one of the options at
random without really knowing if it applies to their case.

Hence, for very complex scenarios like the one we will discuss in the following,
the use of natural language call classification is the only feasible solution. The
interactive voice response application described in this paper is designed for the
customer service hotline of a large US cable provider and has to process a variety
of call reasons belonging to one of the four domains introduced in Table 1.

State-of-the-art call classifiers as those described in [Evanini et al., 2007] are
based on a statistical model trained on a large number of sample utterances.
In commercial interactive voice response systems, utterance gathering is usually
performed in several steps:

1. At first, a few thousand utterances are recorded by a simple collection ap-
plication which prompts callers to describe the reason they are calling and
then, after having recorded the utterance, transfer them to a traditional
routing system. Speech recognition and utterance classification are not used
during this step. This type of collection is typically limited in time and in
volume of calls, since prompting for call reason and then being transferred
to a different system which collects the call reason again produces a bad
caller experience, and providers are generally averse to impose that to a
large number of customers.

2. An initial classifier1 is built based on the utterances collected in Step 1. The
performance of this initial classifier is usually far from satisfactory because
of the limited number of samples.

1 In this work, we use a maximum-likelihood classifier with boosting similar to the
one described in [Evanini et al., 2007].
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3. The initial classifier from Step 2 is incorporated into the system, and call
routing is performed based on its output. In order to limit the negative caller
experience produced by a poorly performing classifier, special care is taken
in confirming and rejecting low confidence output and following up with
properly designed backup directed dialogs. Massive utterance collection is
performed at this stage.

4. At reasonable intervals, new classifiers are trained based on the complete set
of available utterances iterating over Steps 2 and 3 until the performance
reaches a satisfactory level.

The particular challenge we faced in the application described here was due
to a customer constraint forcing us to skip Step 1 of the above procedure. So,
an initial collection of utterances was not available, and the initial classifier
was to be build without appropriate training data from the Target domain. In
order to move to Step 2 with a reasonable classifier, we decided to rely on a
large amount of data collected from other deployed applications. Moreover, the
number of classes was significantly larger than with comparable classification
scenarios which usually incorporate less than 100 classes [Evanini et al., 2007].
A preliminary analysis of the call reasons of the Target domain revealed that
the number of classes required for this application was 250.

In the following, we discuss data resources, design, and test environment of
the call classifier including the steps undertaken to face the challenges introduced
by this project. The performance of the classifier, measured at each step of the
process on a limited set of test utterances obtained during an initial deployment
of the application, is reported.

2 Data Recources

As discussed in the introduction, no data specifically collected for the Target
domain was available at the beginning of the project, and the customer required
automated call routing to be performed in the first deployment. Thus, we decided
to rely on a large corpus of transcribed and annotated speech including more
than 2 million utterances collected during the deployment of systems designed
for the automation of TV, Internet, and Phone sub-domains (for details, see
[Acomb et al., 2007]). Only utterances recorded at the initial open prompt in
those systems were considered.

In order to preserve the frequency distribution of the categories in each sub-
domain, we performed an unbiased selection of the samples by using all the
utterances in a given time range of the collection. Table 2 shows the resulting
number of utterances in each sub-domain including a transcription of the prompt
used for their collection. In contrast, the prompt used in the Target application
was:

Briefly tell me what you’re calling about today, for example I’m hav-
ing trouble getting online, or you can say Give me some choices.
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Table 2. Number of utterances and prompt for a given domain used for the develop-
ment of the call classifier

domain utterances prompt

TV 32,149 Please briefly describe the reason for your call.

Internet 94,598 Briefly describe the problem, saying something like I can’t
send or receive email. Or you can say What are my choices?

Phone 10,819 I’ll connect you with someone who can help. To get you to
the right place, tell me briefly what you’re calling about.

The utterances spoken by callers are affected by the prompt used. Different
prompts produce a different distribution on the variety of language used. The
prompt for the Internet domain for instance clearly encourages the caller to either
say I can’t send or receive email or What are my choices?, whereas the other
prompts are entirely open. Very rarely, callers would ask for their choices in this
case. This was confirmed looking at the data, where the word choices appeared
2,609 times in the Internet domain, whereas there was only 1 occurrence in the
TV and Phone domains. Thus, the utterances collected in the different sub-
domains poorly reflect the linguistic distribution of the utterances in the Target
domain. Another problem with using the available corpora from the sub-domains
is due to the different contexts in which the utterances were recorded. In fact, in
all those sub-domains, the caller had consciously selected a particular technical
support application (TV, Internet, or Phone) before being prompted to speak
the reason of the call. Consequently, very often, references to the actual domain
are not explicitly mentioned, since it was implied by the initial selection of the
caller. As an example, the utterance:

it’s not working

may appear as a sample in each sub-domain meaning:

– that the cable modem is not working in the TV domain,
– that there is no Internet connection in the Internet domain,
– that something is broken in the Phone domain.

Instead, when read in the Target domain the very same utterance means that
the reason for calling is completely unclear. Consequently, by blindly merging
the sub-domain corpora, utterances like the one in the above example would
appear in several different classes producing an incorrect approximation of the
statistical model for the Target domain. We solved this problem by iteratively
re-annotating the available corpus according to the Target domain specification.

After the initial call classifier was deployed, we recorded 2991 utterances2.
These utterances were transcribed and annotated and used as test corpus.

2 This happened only shortly before the submission deadline of this publication pre-
venting us from collecting more data and further tuning the call classifier.
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Table 3. Accuracy of the call classifier from the baseline to the production system

version utterances enhancements accuracy

I 164,523 live data from applications
+ sample utterances from designers 32.4%

II 194,077 re-annotation round 1 44.5%

III 302,912 in-house utterance recording
+ re-annotation round 2 62.8%

IV 242,283 recognizer tuning
+ re-annotation round 3
+ annotation consistency check 71.6%

3 From Baseline to Production

This section reports about our efforts to achieve the best classification per-
formance given the constraints and the challenges described in Section 1. The
classification accuracy on the test set of 2991 utterances introduced in Section 2
is reported in Table 3 for each step of the process.

3.1 Just Let It Go

In spite of the arguments pointed out in Section 2 (different prompts, different
contexts), we wanted to estimate the baseline performance by blindly merging
the sub-domain corpora without any adaptation to the Target domain. How-
ever, since only utterances from three domains (TV, Internet, and Phone) were
available, application designers were asked to provide a number of example ut-
terances for each class of the missing domain (General). In total, 290 example
utterances were produced, annotated, and merged with the rest of the corpus for
the initial training. The utterance counts were artificially adjusted to balance
the small number of General domain utterances with the large numbers of the
other three sub-domains.

3.2 Not Quite There—Let’s Get Rid of Major Confusion

By examining the confusion matrix obtained from a test of the baseline classifier
(cf. Section 3.I) on several thousand utterances of the same type like the baseline
training data, we observed that 30% of the utterances were not only assigned
a wrong class but a wrong domain. Consequently, as predicted in Section 2,
the context indeed seems to play a significant role in our scenario. Thus, as a
first step to get rid of such confusions, classes showing excessive misclassification
rates in the confusion matrix were isolated and subject to a first re-annotation
round.

3.3 Still Not Great—We Really Need Live Examples

Although the overall performance already had significantly improved, there was
a clear demand for utterances particularly in the General domain, being the one
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Fig. 1. Influence of the multiplication factor on the call classification accuracy

lacking live training data. The examples provided by the application designers
for the initial baseline classifier seemed to be too artificial and different from
utterances we would experience in the live system. As a consequence, we set
up a platform for recording, transcribing, and annotating calls placed by about
50 subjects recruited internally to the company. A collection system was imple-
mented, and each subject was asked to call it and produce 40 utterances, one
for each one of a corresponding number of classes. Utterance categories were
randomly distributed among callers with a bias towards those that showed lower
performance in the initial experiment. A simple description of each class was pro-
vided to the speaker, so as to solicit a reasonably natural response which could
also include conversational artifacts such as hesitations, repetitions, linguistic
violations, colloquial speech, etc.

A total of 1784 utterances was collected in this step and used in conjunction
with the rest of the corpus which included almost 100 times more utterances. To
compensate for this count imbalance, the newly collected utterances were split
into 67% training and 33% development data. Before merging them with the
rest of the corpus, the new utterance counts were inflated by a multiplicative
factor learned on the development set. Figure 1 shows the influence of this mul-
tiplication factor on the call router accuracy measured on the development set.
After including these new utterances, most confused classes were extracted and
re-annotated as described in Section 3.II.

3.4 Let’s Tease Out the Optimum

As a last step, the training had to be optimized, and the corpus now including
more than 300,000 utterances had to be cleaned up as follows:
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– speech recognizer tuning (in particular the weighting between acoustic and
language model),

– a complete screening of the most frequent utterances among all classes to de-
termine major incorrect annotations still in the data—a third re-annotation
round was carried out,

– an annotation consistency cleaning based on bag-of-words matching isolating
similar but differently annotated utterances, and

– removal of utterances being over-represented in the data like the one adverted
by the Internet prompt in Table 2 (I can’t send or receive email).

4 Conclusion

Although there was no live training data available for the call classifier’s Target
domain, we achieved a rather decent accuracy of more than 70% on a task
with 250 different classes. This result more than doubled the baseline accuracy
and was achieved through a careful re-annotation process involving more than
300,000 utterances and an effort to model the Target behavior by performing
in-lab live recordings with 50 people involved.

After the call classifier will be rolled out in a production system, a considerable
number of live utterances will be collected and used to further enhance the
performance either by enriching the existing classifier or by completely rebuilding
it whatsoever achieves higher scores.
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Abstract. To detect and describe categories in a given set of utterances without
supervision, one may apply clustering to a space therein representing the utter-
ances as vectors. This paper compares hard and fuzzy word clustering approaches
applied to ‘almost’ unsupervised utterance categorization for a technical sup-
port dialog system. Here, ‘almost’ means that only one sample utterance is given
per category to allow for objectively evaluating the performance of the cluster-
ing techniques. For this purpose, categorization accuracy of the respective tech-
niques are measured against a manually annotated test corpus of more than 3000
utterances.

1 Introduction

A technical support automated agent is a spoken language dialog system devised to
perform problem solving tasks over the phone in a similar way as human agents
do [Acomb et al., 2007]. These systems are nowadays adopted as an efficient solution
to common problems in technical support call centers, such as the long waiting time
experienced by the user, the cost of training and maintaining a large base of human
agents, and the scalability of the service.

One of the main features of technical support automated agents is the natural modal-
ity of interaction with the callers. With an open-ended prompt (e.g. Please briefly de-
scribe the reason for your call), the system leaves the interaction initiative to the users
who are allowed to provide a description of the problem with their own words. Be-
cause a symptom can be spoken in multiple ways and styles (natural language), user
utterances in response to open prompts may become very complex. A robust semantic
analysis of the input utterance is thus necessary in order to identify the underlying prob-
lem or symptom from the description provided by the caller. Once the problem has been
diagnosed, the automated agent can guide the caller through the relevant troubleshoot-
ing steps towards the problem solution.

In technical support applications, the semantic analysis of natural language utter-
ances is commonly based on a technology called statistical spoken language under-
standing (SSLU). In essence, SSLU performs a mapping of user utterances into one of
the predefined problem categories. This is generally achieved through statistical pattern
recognition based on supervised classifiers which are trained with manually labelled
utterance sets in order to automatically classify new unlabeled utterances.

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 88–98, 2008.
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However, the manual compilation of large training corpora requires an extensive hu-
man labeling effort with high associated time cost: when data for a new application is
collected, a number of sample utterances is manually analyzed and initial categories
are defined. Then, a large set of utterances is labelled according to these categories. In
doing so, the human labeler potentially faces difficulties assigning particular utterances
to the predefined set of categories. The labeler will then iteratively extend and alter the
category set to cover also utterances he has problems with. On the other end, it is com-
pletely unclear if the category set and its definition are reasonable from the statistical
classification point of view. If category definitions are too vague, labelers tend to label
similar (and sometimes even identical) utterances with different categories. It is also
possible that, due to the feature set it relies on, the classifier cannot distinguish between
utterances whereas the human labeler can. E.g., the utterances

schedule appointment (the caller wants to set up an appointment) and
appointment schedule (the caller is calling about his appointment which poten-
tially has been setup earlier)

would be labelled with different categories for their meaning being different. A unigram
classifier (ignoring the order in which words appear) is unable to distinguish between
these utterances, though.

All these issues can potentially be overcome by means of unsupervised categoriza-
tion methods which aim at producing category definitions by themselves optimizing the
separability of the categories. This is done by taking all (non-labelled) utterances of a
given training set into account which then are implicitly labelled while optimizing the
category definitions.

Unfortunately, it is very hard to analyse the quality of the categories, an unsupervised
algorithm comes up with, without a lot of human involvement (basically human labelers
going over the algorithm’s suggestions and subjectively rating them). Therefore, in this
publication, we trigger a basically unsupervised categorization algorithm by means of
a single manual example per category providing suggestions on the number and very
gross locations of the reference categories. Then, we use a manually labelled test set to
estimate the algorithm’s performance. As opposed to the above mentioned procedure
for evaluating a completely unsupervised technique, this test is repeatable, cheap and
allows for frequent tuning cycles.

How can, however, a single example sufficiently represent the entire diversity of
utterances in a category? What about the fact that there can be several ways to express
the same (or similar) meanings? In the domain this work is carried out (automated
troubleshooting for cable television), two example caller utterances for the category
NoPicture are

– no picture,
– no image,

and two examples for the category NoSound are

– no sound,
– no audio.
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A straight-forward clustering algorithm being given, say, the first of the utterance pairs
as the single mentioned training example, would not have the words image and audio in
its vocabulary. It, hence, would assign both no image and no sound with the same like-
lihood to the categories NoPicture and NoSound. If the algorithm knew that picture and
image are synonyms, as sound and audio are, it would assign the utterances correctly.

Therefore, in this paper, we discuss feature extraction methods which aim at captur-
ing semantic relationships between words such as synonymy and polysemy. In partic-
ular, we analyse and compare two approaches to the classification of words based on
hard and fuzzy clustering.

The remainder of the paper is organized as follows: In Section 2, we present an
overview of the utterance categorization modules. In the next section, we pay special
attention to the feature extraction module incorporating either hard or fuzzy cluster-
ing. Finally, we describe our evaluation methods and discuss results as well as further
directions of the work in Sections 4 and 5, respectively.

2 Utterance Categorization with Three Modules

Automated speech utterance categorization was introduced about ten years ago
to allow the caller to use unconstraint natural speech to express the call rea-
son [Gorin et al., 1997]. At the same time, speech utterance categorization was capable
of distinguishing many more reasons than directed dialogs, common at that time, could
ever handle.

There is a number of approaches to statistical speech utterance categorization (see
[Evanini et al., 2007]) which, however, are based on a significant amount of manually la-
belled training data. Being provided only a single training utterance per category requires
special modifications of the categorization procedure as discussed in the following.

Figure 1 provides an overview of the utterance categorization model which consists
of three sequential modules: preprocessing, feature extraction, and categorization.

2.1 Preprocessing

The preprocessing module applies morphological analysis, stop word filtering, and bag-
of-word representation.

First, a Part of Speech (POS) tagger [Toutanova and Manning, 2000] and a morpho-
logical analyser [Minnen et al., 2001] have been applied to reduce the surface word
forms in utterances into their corresponding lemmas.

As a next step, stop words are eliminated from the lemmas, as they are judged irrel-
evant for the categorization. Examples are the lemmas a, the, be, for. In this work, we
used the SMART stop word list [Buckley, 1985] with small modifications: in particu-
lar, we deleted confirmation terms (yes and no) from the list, whereas words typical for
spontaneous speech (eh, ehm, uh) were treated as stop words.

The categoriser’s vocabulary is then defined as the set of distinct lemmas in the
preprocessed training utterances: W = (w1, . . . , wD). In this work, the vocabulary
dimension is D = 1614 lemmas.
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Fig. 1. Utterance categorization components. For feature extraction, hard and fuzzy approaches
to term clustering are compared. Hard clustering can be seen as a hard mapping of each input
pattern into a single output class (black traces). In contrast, a fuzzy clustering provides a fuzzy or
soft association of each pattern to the output classes through a membership matrix (grey lines).
Hard clustering can also be observed as a particular case of fuzzy clustering, where pattern mem-
berships are either ’1’ or ’0’.

Finally, the lemmas for each utterance are combined as a bag of word. I.e., each
utterance is represented by a D-dimensional vector whose binary elements represent
the presence/absence of the respective vocabulary element in the current utterance:

BW = (b1, . . . , bD) (1)

2.2 Feature Extraction

In order to extract the set of salient features for utterance categorization, we apply clus-
tering to the vocabulary terms. The rational for the use of term1 clustering is the need
for extracting semantic effects, such as synonymy and polysemy, which may not be
represented in the original bag of words. Here, we distinguish between hard and fuzzy
term clustering.

In hard term clustering, each input pattern is unequivocally allocated to one out-
put cluster. This approach may be adequate for capturing semantically related terms
(e.g. synonyms) in output semantic classes. In contrast, a fuzzy clustering algorithm
associates the input patterns to all output classes through a matrix with membership
degrees. If a considerable number of polysemous terms (with several related meanings)
is present in the input data, fuzzy techniques should then be more appropriate.

After the feature extraction phase, each input bag of words (BW ) is accordingly
transformed into a feature vector F . Details of the feature extraction based on hard and
fuzzy clustering and the representation of new feature vectors are discussed in Sec-
tions 3.2 and 3.3, respectively.

1 In the following, we also use term as a synonym for lemma.
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2.3 Utterance Categorization

In order to categorise a test utterance represented by its bag of words or feature vector
into one of N categories, we use the Nearest Neighbor (NN) algorithm. This algorithm
requires a codebook of prototypes composed of one labelled utterance per category.
Each input utterance is then assigned to the category of the closest prototype. The prox-
imity of an input utterance to the prototypes is here calculated according to the inner
product between their feature vectors, Fa and Fb:

s(Fa, Fb) = Fa · Fb. (2)

3 Term Clustering

3.1 Term Vector of Lexical Co-occurrences

A frequently reported problem to word clustering is the adequate representation of word
lemmas in vector structures so that mathematical (dis)similarity metrics applied to term
vectors can reflect the terms’ semantic relationships [Montgomery, 1975]. We follow a
second-order term co-occurrence criterion [Picard, 1999] for detecting word-semantic
proximities:

Two words are similar to the degree that they co-occur with similar words.

Consequently, each vocabulary term wi is represented in a D-dimensional vector of
lexical co-occurrences:

Wi = (ci1, . . . , ciD) (3)

wherein the constituents cij denote the co-occurrence of the terms wi and wj , normal-
ized with respect to the total sum of lexical co-occurrences for the term wi:

cij =
ncij∑

k �=i

ncik
. (4)

Here, ncij denotes the total number of times that wi and wj co-occur. Finally, in order to
extract the terms’ semantic dissimilarities, we have used the Euclidean distance between
term vectors.

3.2 Hard Term Clustering

As mentioned in Section 2.2, a hard clustering algorithm places each input pattern into
a single output cluster. Based on the complete-link criterion [Johnson, 1967], the pro-
posed term clustering2 produces a partition of the vocabulary terms given an input user
parameter, the maximum intra-cluster distance dth:

2 The proposed clustering algorithm is a variant of the complete link which uses the cluster
merging condition from complete link, while the search criterion is based on a single link
approach. Thus, this procedure meets the complete link condition for the maximum intra clus-
ter distance, and simultaneously prevents relatively close patterns to be assigned into different
clusters. Note, however, that no hierarchical structure (dendogram) can be drawn for the output
partitions. A hierarchical alternative would be a centroid or average link approach.
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1. Construct a dissimilarity matrix U between all pairs of patterns. Initially, each pat-
tern composes its individual cluster ck = {wk}.

2. Find the patterns wi and wj with minimum distance in the dissimilarity matrix.
• If the patterns found belong to different clusters, ca �= cb, and Umax(ca, cb) ≤

dth, where Umax(ca, cb) is the distance of the furthest elements in ca and cj ,
merge clusters ca and cb.

• Update U so that Uij = ∞.
3. Repeat step 2) while Umin ≤ dth or until all patterns remain assigned to a single

cluster.

As a result of the hard term clustering algorithm, different partitions of the vocabu-
lary terms are obtained, depending on the input parameter dth. Because the elements in
each cluster should indicate terms with a certain semantic affinity, we also denote the
obtained clusters as semantic classes. Table 1 shows examples of clusters produced by
this algorithm.

Table 1. Example utterances of semantic classes obtained by hard term clustering for dth1 = d on
a text corpus comprising 30,000 running words from the cable television troubleshooting domain;
the average number of terms per cluster is 4.71; the total number of extracted features is 1458

speak, talk
operator, human, tech, technical, customer, representative, agent, somebody, someone, person,

support, service
firewall, antivirus, protection, virus, security, suite, program, software, cd, driver

reschedule, confirm, cancel, schedule
remember, forget

webpage, site, website, page, web, message, error, server
megabyte, meg

technician, appointment
update, load, download

boot, shut, turn
user, name, login, usb

area, room, day

After hard term clustering, the bag of words remains represented in a binary feature
vector Fhard:

Fhard = (bf1
, bf2

, . . . , bfD′ ) (5)

where the bfi component denotes the existence of at least one member of the ith ex-
tracted class in the original bag of words.

Disambiguation. If applied to bags of words or feature vectors extracted from hard
term clusters, the NN classifier rejects a considerable number of ambiguous utterances
for which several candidate prototypes are found3. A disambiguation module has been

3 Candidate prototypes are such prototypes which share maximum proximity to the input utter-
ance. This happens specially when the similarity metric between the vectors results in integer
values, e.g. in the case of using the inner product of binary vectors as the aforeintroduced bags
of words and feature vectors extracted after hard word clustering.
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therefore developed to resolve the mentioned ambiguities and map an ambiguous utter-
ance to one of the output categories.

First, utterance vectors with more than one candidate prototype are extracted. For
each pattern, we have a list of pointers to all candidate prototypes. Then, the terms in
each pattern that cause the ambiguity are identified and stored in a competing term list.

As an example, let us consider the utterance I want to get the virus off my com-
puter which, after pre-processing and hard term clustering, results in the feature set
computer get off virus. Its feature vector has maximum similarity to the prototypes
computer freeze (category CrashFrozenComputer) and install protection virus (cate-
gory Security). The competing terms that produce the ambiguity are in this case the
words computer and virus. Therefore, the disambiguation among prototypes (or cate-
gories) is here equivalent to a disambiguation among competing terms. For that reason,
as a further means of disambiguation, we estimate the informativeness of a term wi as
shown in Equation 6:

I(wi) = −(log(Pr(wi)) + α · log(
∑

j
Lj=N

cijPr(wj))) (6)

where Pr(wi) denotes the maximum-likelihood estimation for the probability of the
term wi in the training corpus, and Lj refers to the part-of-speech (POS) tag of wj ,
where N refers to nouns). POS tags have been extracted by means of the Standford
POS tagger [Toutanova and Manning, 2000].

As it can be inferred from Equation 6, two main factors are taken into account in
order to estimate the relevance of a word for the disambiguation:

a) the word probability and
b) the terms’ co-occurrence with frequent nouns in the corpus.

The underlying assumption that justifies this second factor is that words representa-
tive of problem categories are mostly nouns and appear in the corpus with moderate
frequencies. The parameter α is to control the trade-off between the two factors. Rea-
sonable values are in the range of (α ∈ [1, 2]) placing emphasis on the co-occurence
term; for our corpus, we use α = 1.6 which we found best-performing in the current
scenario.

Finally, the term with highest informativeness is selected among the competitors, and
the ambiguous utterance vector is matched to the corresponding prototype or category.

3.3 Fuzzy Term Clustering

The objective of the fuzzy word clustering used for feature extraction is a fuzzy map-
ping of words into semantic classes and leads to the membership matrix M rep-
resenting this association. We use the Pole-based overlapping clustering (PoBOC)
algorithm [Cleuziou et al., 2004] which distinguishes two kinds of patterns: poles and
residuals.

Poles are homogeneous clusters which are as far as possible from each other. In con-
trast, residuals are outlier patterns that fall into regions between two or more poles. The
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elements in the poles represent monosemous terms, whereas the residual patterns can
be seen as terms with multiple related meanings (polysemous). The PoBOC algorithm
is performed in two phases: (i) pole construction, and (ii) multiaffectation of outliers.

In the pole construction stage, the set of poles {P} = {P1, · · · , PD′} and outliers
{R} are identified and separated. Poles arise from certain terms, known as the pole
generators, with a maximal separation inside a dissimilarity graph.

In the multi-affectation stage, the outliers’ memberships to each pole in {P} are
computed. Finally, the term wi is assigned a membership vector to each Pj pole as
follows:

Mij =

⎧⎨
⎩

1, if wi ∈ Pj

1 − dav(Wi, Pj)/dmax if wi ∈ {R}
0, otherwise

(7)

where dav(wi, Pj) denotes the average distance of the wi word to all objects in Pj , and
dmax is the maximum of the term dissimilarity matrix.

Finally, the feature vector obtained with fuzzy term clustering, Ffuzzy , is calculated
as the normalized matrix product between the original bag of words BW and the mem-
bership matrix M :

Ffuzzy =
BW(1xD) · M(DxD′)

|BW · M | . (8)

4 Experiments

In order to evaluate the proposed hard and fuzzy word clustering methods for utterance
classification, we compare the performance of an NN classifier directly applied to the
bag of word vectors with that after performing feature extraction. As introduced in Sec-
tion 1, this is done by comparing the output categories the proposed algorithm assigns to
a number of test utterances with manually assigned categories thereof (the reference). If
both categories coincide, the automatic categorization is considered correct, otherwise
it is counted as error. As overall accuracy, we define

accuracy =
# correctly classified test utterances

# total utterances in test set
(9)

In the following, we describe the test corpus on which we evaluated the proposed algo-
rithms. Then, we report on the experimental results and finally discuss the outcomes.

4.1 Corpus Description

We used a corpus of 34,848 transcribed and annotated caller utterances gathered from
user interactions of a commercial video troubleshooting agent. From this corpus, 31,535
utterances were used for training4 and 3,285 utterances for test. The remaining 28 utter-
ances (one labelled utterance per category) were manually selected as NN prototypes.
Most of the original utterances are composed of 1 to 10 words. After preprocessing,
we have an average of 4.45 terms per utterance. The final vocabulary is composed of
D = 1614 terms; we distinguish N = 28 distinct categories in this work.

4 As training corpus we refer to the utterances used in the feature extraction module for lexical
analysis and term clustering. None of these methods makes use of the utterances’ manual
annotations.
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4.2 Results

Table 2 shows accuracies on the test set achieved by several configurations of the NN
classifier: (i) no feature extraction (bag-of-word matching), (ii) fuzzy term clustering,
and (iii) best partition obtained with hard word clustering. Results obtained with the
further use of the disambiguation procedure directly applied to bags of words or feature
vectors after hard word clustering are also presented. Finally, as a standard of compari-
son, we also report the accuracy of a ‘trivial’ classifier which assigns the most frequent
category to every utterance.

Table 2. Results of utterance categorization experiments using several feature extraction
techniques

Classifier Clustering Disambiguation Accuracy

trivial – – 12.5%
NN – no 45.0%
NN – yes 57.0%
NN Fuzzy no 50.0%
NN Hard no 50.8%
NN Hard yes 62.2%

A second comparison of the utterance classification accuracy rates obtained with
hard and fuzzy clustering methods is shown in Figure 2. In the case of hard clustering,
results make reference to different cluster partitions obtained with distinct values of
the intra cluster threshold distance (dth), normalized with respect to the largest value
(dthmax) used in our experiments5. Also, for hard clustering, results are provided before
and after disambiguation.

4.3 Discussion

Looking at the plain results without the use of disambiguation, it turns out that both
hard and fuzzy word clustering achieve almost the same accuracy (around 50%) out-
performing the baseline NN classifier that uses raw bag-of-word vectors by more than
5%.

Although both performances are similar, the nature of the classification errors made
by fuzzy and hard word clustering potentially differ. In the fuzzy clustering case, fea-
ture vectors are composed of real numbers whereas the hard clustering vectors are bi-
nary (cf. Section 3.2). Hence, the distance measures in the former case are real, in the
latter case integer. As for the example in Section 3.2, it often happens that one or more
competing categories result in the very same distance leading to a considerable number
of ambiguous cases.

This fact motivated the use of the disambiguation module. Indeed, the disambigua-
tion led to significant improvements in the utterance categorization performance. The

5 The range of dth values used in hard clustering has been selected through an analysis of the
term distances histogram, so that a majority of words are enclosed in this range.
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Fig. 2. Comparison of utterance categorization accuracies obtained with feature extraction based
on fuzzy and hard clustering, before and after the disambiguation procedure (hard clustering case)
is applied

accuracy maximum (62.2%) is reached by the combination of hard term clustering and
disambiguation. This classifier configuration outperforms the NN classifier with disam-
biguation by 5.2% and the baseline by a considerable 17.2%.

5 Conclusion

Given only one sample utterance per category, the proposed categorization scheme pro-
duces up to 62.2% correct classification results in our test scenario using hard term
clustering as feature extraction in conjunction with a disambiguation procedure. With-
out disambiguation, utterance categorization accuracies by up to 50% are reached by
both fuzzy and hard term clustering. The classification errors observed with hard word
clustering are partially due to ambiguities produced during feature vector matching. In
this latter case, the categorization can potentially benefit from the further use of a dis-
ambiguation scheme as demonstrated in our experiments. We can thus conclude that
the most appropriate utterance categorization scheme among the analyzed techniques is
based on hard term clustering.

In the future we aim at studying bootstrapping techniques which help enlarge
very small training sets automatically. Also subject of analysis are new utterance
(dis)similarity metrics which make direct use of terms’ semantic (dis)similarities, in
order to avoid the limited performance of an intermediate term clustering approach.
This is to increase the ratio between correct and incorrect categorizations being one of
the most important criteria in commercially deployed applications.
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Abstract. Non-verbal vocalisations such as laughter, breathing, hesi-
tation, and consent play an important role in the recognition and un-
derstanding of human conversational speech and spontaneous affect. In
this contribution we discuss two different strategies for robust discrim-
ination of such events: dynamic modelling by a broad selection of di-
verse acoustic Low-Level-Descriptors vs. static modelling by projection
of these via statistical functionals onto a 0.6k feature space with subse-
quent de-correlation. As classifiers we employ Hidden Markov Models,
Conditional Random Fields, and Support Vector Machines, respectively.
For discussion of extensive parameter optimisation test-runs with respect
to features and model topology, 2.9k non-verbals are extracted from the
spontaneous Audio-Visual Interest Corpus. 80.7% accuracy can be re-
ported with, and 92.6% without a garbage model for the discrimination
of the named classes.

1 Introduction

Speech is an essential part of human to human communication. It is perhaps the
most natural way for people to exchange information with each other. Therefore,
if we want machines that are able to communicate with us via natural speech
communication, we need robust and intelligent methods for speech recognition,
speech understanding and speech synthesis.

Speech recognition research in the past has mainly focused on well defined
recognition tasks. These tasks had a restricted vocabulary and task specific
stochastic or rule-based grammar. The utterances used for evaluation were
mostly read by native speakers under perfect acoustic conditions. Main focus
was laid on phoneme based word recognition. Near perfect recognition results
have been reported for such tasks (under laboratory conditions) already more
than a decade ago [Young, 1996].

Such a system will, however, not work well for spontaneous, conversational
speech in applications like dialog systems, call centre loops or automatic tran-
scription systems for meetings. This is due to various non-verbal sounds and ir-
regularities encountered in spontaneous speech. These include disfluencies (filled

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 99–110, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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and unfilled pauses, corrections and incomplete words), interjections (e.g. laugh-
ing, crying, agreement/disagreement: “aha/ah ah”), human noises (e.g. yawning,
throat clearing, breathing, smacking, coughing, sneezing) and other sounds like
background conversation or noise [Ward, 1991].

Read speech conveys only the information contained in the spoken words
and sentences. In contrast, spontaneous speech contains more extralinguistic
information “between the lines”, including irony, speaker emotion, speaker con-
fidence and interest in conversation [Schuller et al., 2007]. Next to prosodic fea-
tures [Kompe, 1997], disfluencies and non-verbal clues such as filled pauses,
laughter or breathing reveal much about this extralinguistic information
[Schuller et al., 2007]. An automatic spontaneous speech recognition system will
only be able to detect information carried on the verbal level. For understand-
ing the extralinguistic information carried by spontaneous speech, non-verbal
information is vital [Campbell, 2007], [Decaire, 2000], [Lickley et al., 1991].

A speech recogniser that is able to understand the meaning of spoken lan-
guage to some extent, must be capable of spotting non-verbal sounds and
identifying their type. In contrast to some previous work, which aimes at de-
tection of non-verbal sounds in order to improve robustness of speech recogni-
tion [Schultz and Rogina, 1995], this paper deals with the explicit identification
of the type of non-verbal vocalisation. [Schultz and Rogina, 1995] only reports
on increase in Word Accuracy, and not on correct identification of non-verbal
sounds.

The article is structured as follows: in section 2 existing work is discussed,
in section 3 details on the database are provided, in section 4 the proposed
methods are introduced before results and conclusions in section 5 and section
6, respectively.

2 Existing Work

Various work exists on automatic recognition of few types of Non-Verbals.
Covered are especially filled pauses and laughter [Kennedy and Ellis, 2004],
[Truong and van Leeuwen, 2005].

Filled pauses. A filled pause detection system was introduced by M. Goto et al.
in [Goto et al., 1999]. A quick summary of the technique is given in the follow-
ing: the system is able to spot two hesitation phenomena, namely filled pauses
and word lengthening, in a continuous stream of spontaneous speech. The basic
assumption is that hesitations are uttered when the “speaking process is waiting
for the next speech content from the thinking process” and thus the speaker can-
not change articulatory parameters in that instant. A voiced sound with nearly
constant fundamental frequency (F0) and minimal spectral envelope deformation
over time will be produced. The system detects such voiced sounds with minimal
variation in the articulatory parameters, which it assumes to be hesitations. A
recall rate of 84.9% percent and a precision rate of 91.5% is reported for the
spotting of hesitations.
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Laughter. For laughter detection and especially synthesis of laughter various
papers have been published by N. Campbell et al. [Campbell et al., 2005]. The
basic approach they take is the following: an excessive study about various types
of laughter has been conducted. It has been found that laughter consists of
four distinguishable basic segments, namely voiced laugh, chuckle, ingressive
breathy laugh, and nasal grunt. Hidden-Markov Models (HMM) are trained on
these laughter segments. A language model, defining in what sequence laughter
segments occur, is further given. A success rate of 81% compared to hand labelled
data is obtained in detecting the correct laughter segments. 75% success rate is
reported when using the grammar to detect laughter type based on the detected
laughter segments. This approach is very suitable for detecting laughter types,
once a speech/ laughter discrimination has been performed. The latter, however,
is not described in that paper.

Another, quite recent, approach [Knox and Mirghafori, 2007] is presented by
M. Knox. Experiments are carried out on a large English Meeting room database
(ICSI Meetings database). Features from 25ms frames with a forward shift of
10ms are extracted. 75 consecutive frames are fed as input to a neural network,
which assigns a target (speech/laughter) to the centre frame. The output of sev-
eral such neural networks, operating on different feature sets is again fed into
a combiner neural network to produce the final output. In this way a target
is assigned to every frame. An Equal-Error Rate of 7.9% is achieved. The pa-
per investigates several feature sets whereby Mel-Frequency Cepstral Coefficient
(MFCC) based ones give the best results.

The detection of other sounds, such as breathing, yawning or throat clicking
is yet quite unexplored. Further, no work is known to us that approaches the
problem in a strictly data-driven manner, independent of the type of non-verbal
vocalisation to be detected.

In this paper we will therefore focus on the data-driven detection of non-
verbal sounds in general. Various dynamic and static classification methods for
discriminating between different classes of isolated Non-Verbals are discussed
and evaluated.

3 Database

In our experiments we use a database containing 2.9k isolated Non-Verbals ex-
tracted from the Audio-Visual Interest Corpus (AVIC) [Schuller et al., 2007].
The AVIC database contains human conversational speech of 21 subjects (10 of
them female, 3 of them Asian, others European with balanced age classes) dis-
cussing in English with a product presenter who leads them through a commer-
cial presentation. Voice data is recorded by a headset, and a condenser far-field
mic (approx. 50cm distance) at an audio sampling rate of 44.1kHz with 16Bit
quantisation. All presenter comments are not included in the extracted segments
because this would perturb the balanced distribution of number of utterances
among speakers. Thus, the total recording time for males resembles 5:14:30h with
1,907 turns, for females 5:08:00h with 1,994 turns, respectively. The lengths of
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the utterances range from 0.1s to 10.9s with 2.1s on average. Apart from five
levels of interest, the spoken content including non-verbal interjections on a word
level is transcribed. These interjections are breathing, consent, coughing, hesita-
tion, laughter, long pause, short pause, and other human noise. Tab. 1 shows
the distribution among classes of the Non-Verbals used in the ongoing, whereby
coughing was excluded due to sparse instances. Other human noise was mapped
onto the new class garbage for the following experiments. Further, of the 4.503
extracted Non-Verbals by Forced Alignment, only such having a minimum of
100 ms are kept. Non-Verbals shorter that 100ms have in most cases been incor-
rectly aligned. Moreover, feature extraction and model evaluation on such short
segments is very error prone. The maximum length of occurring Non-Verbals
is 2s. Each turn contains between 0 and 31 words with 4.71 words on average
(silence and Non-Verbals are hereby not counted). Of the 3,901 turns in total,
2,710 contain between 1 and 7 Non-Verbals. Likewise, there is a total of 18,581
spoken words, and 23,084 word-like units including Non-Verbals (19.5%).

Table 1. Distribution of the Non-Verbals in AV IC across the 5 classes

Breathing Consent Garbage Hesitation Laughter TOTAL

452 325 716 1,147 261 2,901

4 Proposed Method

In this section we investigate three different methods for the discrimination be-
tween 5 classes of Non-Verbals, namely Breathing, Consent, Garbage, Hesitation,
and Laughter: Hidden Markov Models (HMM), Hidden Conditional Random
Fields (HCRF), and Support Vector Machines (SVM).

Extensive tests are conducted for HMM in order to find an optimal
configuration (features and model topology) for the task at hand. These are
described in more detail in Sect. 4.1. The HCRF are initialised with the pa-
rameters of corresponding trained HMM, and thus are fully comparable to the
HMM [Gunawardana et al., 2005]. Six feature sets, based on MFCC and PLP
are evaluated in conjunction with the two dynamic classifiers, HMM and HCRF.
For static classification with SVM a large feature set based on acoustic low-level
descriptors (LLD) is used, which has successfully been used in the field of par-
alinguistics [Schuller et al., 2008]. The following sections describe each of the
three methods in more detail.

4.1 Non-verbals Recognition Using HMM

No previous evaluations for the task of Non-Verbals discrimination regarding
HMM topology optimisation have been conducted. Therefore, we must find an
optimal topology for the task. In phoneme based speech recognisers HMM with
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Table 2. Description of the six feature sets for dynamic classifiers (HMM and HCRF)

Set Features Dimension
MFCCE 12 MFCC (1-12) + E + δ + δδ 39
MFCC0 13 MFCC (0-12) + δ + δδ 39
MFCCcms

0 13 MFCC (0-12) + δ + δδ 39
(after Cepstral Mean Subtraction)

PLPCCE 12 PLPCC (1-12) + E + δ + δδ 39
PLPCC0 13 PLPCC (0-12) + δ + δδ 39
PLPCCcms

0 13 PLPCC (0-12) + δ + δδ 39
(after Cepstral Mean Subtraction)

3 states are used to model phonemes. Non-Verbals can be longer than phonemes
(see Sect. 3) and have more acoustic variation. It can thus be assumed that more
than 3 states are required for Non-Verbals HMM.

One can approach the task of HMM topology optimisation in many ways. An
optimal solution will however only be found if all possible combinations of topol-
ogy parameters for all classes are evaluated. The topology parameters of interest
are: number of emitting states (N), number of Gaussian mixture components
(M) for each state’s output distribution, and the state transition configuration
(A), i.e. which transitions between which states are allowed. Due to the exponen-
tially large amount of evaluations required for finding an optimal topology, such
exhaustive search is not computable. In order to get an idea of how the HMM
topology and choice of features affects the results, a small set of parameters will
therefore be tested. The results can be used in future work to further optimise
the model topology. The detailed evaluation procedure, including feature and
parameter sets, is described in the following three subsections. Results are given
in Sect. 5.

Feature sets. Six feature sets based on Mel-Frequency Cepstral Co-
efficients (MFCC), and Perceptual Linear Predictive Cepstral Coefficients
(PLPCC) [Hermansky, 1990] are evaluated. An overview is given in Tab. 2. All
features are extracted from frames of 25ms length sampled at a rate of 10ms. A
Hamming window is applied to the frames before transformation to the spectral
domain. Using a Mel filter bank of 26 channels, 13 MFCC, and 13 PLPCC in-
cluding the 0th coefficient are computed. Also, the log-energy E is computed for
every frame. First and second order regression coefficients are appended to all
six feature sets. Cepstral Mean Subtraction (CMS) is applied to one MFCC and
one PLP based feature set. This means, for each cepstral coefficient the mean is
computed over all corresponding coefficients in the input and then subtracted.

HMM topology parameters. Three different types of HMM structure are
investigated: the first being a linear HMM, i. e. a left-right HMM with no skip-
state transitions (only transitions from state n to states n and n+1 are allowed).
The second being a Bakis topology HMM (left-right) with one skip-state transi-
tion (Nskip = 1), i. e. with allowed transitions from a state n to states n, n + 1
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and n+2. The number N of emitting states is varied from 1 to 10. Each number
of states is tested with M = 1 and M = 8 Gaussian mixture components. This
results in a total of 40 different sets of model parameters to be evaluated.

Evaluation procedure. The 40 parameter sets introduced in the previous
section are evaluated for all six feature sets independently. Thus, a total of
240 evaluations is conducted. Each single evaluation is performed in a speaker
independent 3-fold stratified cross-validation (SCV). For the SCV, the AVIC
data set is split into three speaker disjunctive parts, each containing data from
one third of the speakers. Parts 1 through 3 are used for testing in folds 1
through 3, respectively. The remaining two parts are used for training. Splitting
by speakers, however, introduces some problems that one must be aware of: the
types of Non-Verbals and the number of Non-Verbals are not equally distributed
among speakers (see Sect. 3 for more details). For example, some speakers are
more fluent or confident and thus produce fewer hesitations. Therefore, among
the folds and the classes in each fold there will be notable differences in the
amount of test data vs. training data. Tab. 3 shows the number of training and
test instances for each fold. HMM with M = 1 are trained in 4 iterations of

Table 3. Number of occurrences of each class in test and training data for each fold

Fold [#] test
Breathing Consent Garbage Hesitation Laughter Total

1 129 95 126 340 68 758
2 83 88 264 281 100 816
3 240 142 326 526 93 1327

Fold [#] train
Breathing Consent Garbage Hesitation Laughter Total

1 323 230 590 807 193 2143
2 369 237 452 866 161 2085
3 212 183 390 621 168 1574

Baum-Welch re-estimation [Young et al., 2006]. Models with M = 8 are created
from the trained models with M = 1 by successive mixture splitting, i. e. the
number of mixture components M is doubled three times. After each doubling
of M , 4 re-estimation iterations are performed. One model is trained for each
Non-Verbal. The most likely model is found by Viterbi evaluation. Priors are
integrated by the number of occurrences (in the training set) of the corresponding
class.

A discussion of the results and best topology and feature set combination is
given in Sect. 5.
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4.2 Isolated Recognition of Non-verbals Using HCRF

Hidden Conditional Random Fields (HCRF) have become popular in the
last couple of years. They have been successfully applied to tasks such
as phone classification [Gunawardana et al., 2005] and meeting segmenta-
tion [Reiter et al., 2007]. They are an extension of the Conditional Random
Fields first introduced by Lafferty et al. [Lafferty et al., 2001].

In this work we use HCRF that are initialised with the parameters of trained
HMM. The HCRF are not trained any further in order to have a direct com-
parison of the two model types. Configurations with N = 1..10 hidden states
and 1 and 8 Gaussian mixture components are examined. Only the feature set
PLPCCE is investigated thoroughly because the best HMM recognition results
are reported with this feature set. The same speaker independent 3-fold strati-
fied cross-validation procedure as for HMM is used. The results for classification
of Non-Verbals with HCRF are also given in Sect. 5.

4.3 Isolated Recognition of Non-verbals Using SVM

In this section a completely different approach for discrimination of different
types of Non-Verbals is presented. The previous approach is based on dynamic
models (HMM and HCRF) used in speech recognition applications because such
models can be easily integrated into existing speech recognisers. Yet, alone for
the task of distinguishing the type reliably in a second pass, after segmenting
data into speech and Non-Verbal segments, for example, a static classification
approach can be used.

Features extracted for the dynamic classifiers are sequences of feature vec-
tors xt with a sequence length proportional to the length of the input data. For
static classification only one feature vector x with 622 features is extracted for
each Non-Verbal utterance. The number of features is reduced to D′ = 108 by
a sequential forward floating search correlation-based (CFS) feature selection
step. For computation of the 622 dimensional feature vector the low-level de-
scriptors (LLD) given in Tab. 4 form the basis. Functionals are applied to the
evolution of these LLD over time to obtain time and length independent static
features. Statistical characteristics of LLD such as mean, median, minimum and

Table 4. Acoustic LLD used in computation of static feature vector

Type LLD

Time Signal Elongation, Centroid, Zero-Crossing Rate

Energy Log-Frame-Energy

Spectral 0-250 Hz, 0-650 Hz, Flux Roll-Off + δ, Centroid + δ

Pitch F0 (fundamental frequency)

Formants F1-F7 Frequency + δ, BW. + δ

Cepstral MFCC 1-15 + δ + δδ

Voice Quality Harmonics to Noise Ratio (HNR)
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maximum position and value, and standard deviation are used as functionals.
These are also computed from first (δ) and second order (δδ) regression coef-
ficients of LLD, to better model LLD change over time. For more information
see [Schuller et al., 2008].

The exact same speaker independent 3 fold partitioning for test and training
as is used for dynamic classifiers in Sect. 4.1 is applied. Basing on previous expe-
rience in [Schuller et al., 2007], Support-Vector-Machines (SVM) trained with a
Sequential Minimal Optimisation (SMO) algorithm are used as the classifier of
choice.

5 Results

Table 5 compares the best results of each feature set. Overall best results are
achieved with the feature set PLPCCE . 80.7% of all instances are classified
correctly when using linear topology HMM with N = 9 emitting states, and
M = 8 Gaussian mixture components. 4 iterations are used for training models
with M = 1. 12 additional iterations are required for models with M = 8.

Table 5. Discrimination between 5 Non-Verbals classes. HMM as classifier. 3-fold
SCV, speaker independent. Best results (accuracies) and model parameters associated
with best result for each feature set. Optimal topology is linear, each, meaning zero
skip-states.

Parameters MFCC0 MFCCcmn
0 MFCCE PLPCC0 PLPCCcmn

0 PLPCCE

Best acc. [%] 79.5 74.2 77.7 79.3 73.4 79.7 (80.71)

N 8 7 5 10 9 9
M 8 8 8 8 8 8

PLP based features seem to require more states in the models for good results,
MFCC based features give good results with 8 states. Overall, both feature
kinds lead to similar classification results, so that they may be interchanged, in
whatever way it is required by their application.

Cepstral Mean Normalisation (CMN) has not proven well throughout all
experiments for isolated recognition of Non-Verbals. One explanation for this
phenomenon might be as follows: isolated Non-Verbals are very short (< 2 s).
Computing the mean over the cepstral feature vectors of short segments, which
only contain one uttered sound (such as breathing), more likely leads to a bi-
ased mean, i. e. not the long term mean related to noise or recording location
properties. Subtracting this biased mean leads to loss of information and thus
to lower recognition accuracies.

1 This result was obtained by increasing M in steps of 1 instead of doubling M in
each round of mixture increase.
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Overall best results are obtained with the feature set PLPCCE using models
with 8 Gaussian mixture components and linear topology. The Bakis topology
has not proven well. Tab. 6 gives details on the results. Up to now, only 1 and
8 Gaussian mixture components were evaluated. The models with 8 mixture
components are created from the trained models with 1 mixture component by
doubling the number mixture components and applying 4 rounds of re-estimation
after each increase of the number of mixture components. Likewise, only mixture
component numbers M that are a power of 2 can be investigated. To evaluate
the effect of M in more detail, configurations with M = 1 − 16 are analysed on
the winning feature set PLPCCE using the winning linear HMM topology with
N = 9. The number of mixture components is now increased in steps of 1. After
each step 4 rounds of re-estimation are applied. Fig. 1 visualises the results. The

Fig. 1. Discrimination between 5 Non-Verbals classes. HMM as classifier. 3-fold SCV,
speaker independent. Feature set PLPCCE. N = 9, linear topology. Accuracies ob-
tained with M = 1 − 16.

best result is obtained with M = 8 is 80.7% accuracy. With HMM with the
same configuration only 79.7% are obtained when creating models with M = 8
in fewer steps (i. e. by doubling the number of mixture components instead of
increasing it by 1). This shows that more re-estimation iterations during mixture
increasing are beneficial and lead to more accurate models.

Table 6. Discrimination between 5 Non-Verbals classes. HMM as classifier. 3-fold SCV,
speaker independent. Feature set PLPCCE. Selected numbers of states N vs. number
of mixtures M and topology type (linear/Bakis).

[%] correct M = 1 M = 8

linear Bakis linear Bakis

N = 1 68.4 68.4 73.7 73.7

N = 3 73.5 72.3 75.5 74.8

N = 5 76.3 74.4 77.2 75.2

N = 7 77.0 74.8 77.6 76.1

N = 9 77.2 73.9 79.7 77.8
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In order to better understand the sources of classification errors, we now take
a look at the confusion matrix. A larger number of confusion matrices has been
produced during the evaluations, however, all show one clear tendency, which can
be seen in the exemplary confusion matrix shown in table 7: most confusions are
related to the garbage model. This is most likely caused by the unspecific nature
of the data in the garbage class and poor labeling. The class includes background
noises (which, for example, have similar spectral characteristics than breathing),
background speech, or speech segments which did not correspond to any word
or Non-Verbal. The latter could be most likely confused with hesitation, which
in practice would not be too wrong. To better model the individual classes of
noise, more than one garbage model and more training data for each of these
classes is required. To assess what the performance could be, if a better garbage
modelling were available (i. e. more specific annotations and/or separate classes
for the individual types of sounds in the garbage class), a test run without the
garbage class has been conducted on the winning feature set PLPCCE . As
expected, results improve by 5% to 10% in this test run. Using models with 1
mixture component, 89.5% of the Non-Verbals are classified correctly. With 8
mixture components, 92.6% are classified correctly.

Table 7. Confusion matrix: dynamic discrimination between 5 Non-Verbals classes.
3-fold SCV, speaker independent. Sum over all 3 folds. Optimal configuration: feature
set PLPCCE. N = 9, M = 8, linear topology. Mixture increase in steps of 1.

[#] classif. as → garbage hesitation consent laughter breathing
garbage 515 93 22 41 41

hesitation 190 929 14 13 1

consent 28 37 255 3 3

laughter 17 1 2 229 12

breathing 18 2 1 19 412

Unlike the results obtained in [Reiter et al., 2007], the HCRF did not prove
better than HMM for classification of Non-Verbals. The best result for HCRF -
77.8% - is obtained with the configuration that gives best results for HMM: 9
states, 8 mixture components and linear topology.

With SVM 78.3% of the instances are classified correctly in a 3-fold SCV.
However, this again is below the best result, which is achieved with HMM.
Consistent with the results for HMM, the confusion matrix for SVM reveals the
garbage class as cause for most confusions. If these instances are ignored, the
remaining 4 classes can be discriminated with an accuracy of 91.3%.

6 Conclusion

We presented the robust recognition of 5 types of Non-Verbals, herein. Diverse
models and feature-types were outlined and extensively evaluated on the AVIC
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database of spontaneous conversational speech. For discrimination between 4
classes of isolated Non-Verbals accuracies of 92.3% are reported using HMM
as classifier. When an additional garbage class is added the accuracies drop to
80.7%, which is mainly assumed to be due to the unspecific nature of the garbage
class annotations in the AVIC corpus. With SVM and HCRF similar, but slightly
(approx. 2%) lower results as with HMM are observed. An additional advantage
of HMM is their easy integration within a typical Automic Speech Recognition
framework. MFCC and PLP based features were investigated, and lead to similar
results. Addition of the extra low-level features in the HMM framework as used
for static modelling did not result in any further gain.

In future works we will provide results on integrated decoding of Non-Verbals.
Further, approaches for speech/Non-Verbal discrimination based on evolution of
low and mid-level descriptors over time need to be investigated. I. e., tracking
of voice pitch variations, loudness envelopes and rhythm of speech. Also, pa-
rameter optimisation for HMM has to be applied for each class of Non-Verbals,
individually. For example, laughter is more complex than breathing, thus it re-
quires more model parameters. Also, other modelling techniques need to be in-
vestigated such as HMM/SVM hybrids, and Long-Short-Term-Memory (LSTM)
neural networks. Methods for detecting non-verbal vocalisations combined with
speech must be researched. Especially laughter often occurs while a person is
uttering words. It is a great challenge to detect that the person is laughing, and
then detect the spoken content. Speech while laughing is quite different from reg-
ular speech regarding its acoustic properties. Also explicit methods for detection
of disfluencies such as incomplete words, corrections, stuttering or repetitions
must be found as it is not possible to include all combinations of incomplete
words in the dictionary and the language model.
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Abstract. We investigate the usability of an eye controlled writing in-
terface that matches the nature of human eye gaze, which always moves
and is not immediately able to trigger the selection of a button. Such an
interface allows the eye continuously to move and it is not necessary to
dwell upon a specific position to trigger a command. We classify writing
into three categories (typing, gesturing, and continuous writing) and ex-
plain why continuous writing comes closest to the nature of human eye
gaze. We propose Quikwriting, which was originally designed for hand-
helds, as a method for text input that meets the requirements of eye gaze
controlled input best. We adapt its design for the usage with eye gaze.
Based on the results of a first study, we formulate some guidelines for
the design of future Quikwriting-based eye gaze controlled applications.

1 Introduction

As new video-based methods improve contact-free eye tracking and first systems
are emerging that can be used with common webcams, the interest in gaze-
based interaction increases. Eye tracking systems based on webcams, such as
Opengazer1, have become affordable and thus can be used by the masses in
everyday human-computer interaction.

One domain for gaze-based interaction, mainly of interest to physically hand-
icapped people, is gaze-based writing. We will introduce a gaze-controlled input
system that enables users to write with their eyes. A human’s eye continuously
gazes, wanders and normally stops only for a fraction of a second. Common
gaze-based writing systems force the users to dwell upon a specific position for a
certain time to trigger a command. In contrast to this, we will present a dwell-
time free gaze-controlled writing system which matches the nature of human eye
gaze in a better manner.

Unfortunately, eye gaze as an input method is more problematic than hands
and fingers. The eye is normally used to gain information only and not to trig-
ger any commands or control devices. [Ashmore et al., 2005] summarizes four
1 More information about this open source eye tracker and a video can be found under:
http://www.inference.phy.cam.ac.uk/opengazer/

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 111–122, 2008.
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problems which interface developers should consider when using eye gaze for
human-computer interaction. (1) The accuracy of eye tracking devices is limited
to about 0.5-1◦visual angle. 1◦corresponds approximately to the size of a thumb-
nail at arm length [Duchowski, 2007]. This restricts the interaction elements in
an interface to a certain size. (2) Eye gaze is recognized with a delay dependent
on the frame rate. A 50 Hz system, for instance, incurs delays of 20 ms. When
using webcams with 25 Hz, the delay would be 40 ms. (3) Eye gaze is never
perfectly still even if one concentrates on a point. It slightly jitters with flicks
less than 1◦, small drifts of about 0.1◦/s and tremors (tiny, high frequency eye
vibrations). (4) The Midas touch problem [Jacob, 1991] leads to ambiguities in
gaze-controlled interaction. Eyes are used for seeing and gathering information.
Naturally, they follow any salient or moving point of interest. Interfaces that use
eye gaze should thus be carefully designed and not use too many or intrusive
elements that could attract the attention of the user’s eye gaze.

We will first give an overview of existing writing systems that are based on
eye gaze control. Three kinds of writing approach can be distinguished: typing,
gesturing and continuous writing. We will describe our interface that considers
the specific characteristics of human eye gaze, i.e. always moving and not able
to press something. An experiment to measure the performance and usability of
our new input method and its results follow.

2 Related Work

Three types of writing can be distinguished: typing, gesturing and continuous
writing.

1. Typing – can be performed by pressing keys on a physical keyboard or by
selecting letters on an onscreen keyboard using, for example, a game con-
troller.

2. Gesturing – is comparable to block lettering. Gesture-based input methods
may be found in handhelds with pen-based input devices, such as the Graffiti
system from Palm. Each input of a letter is separated by a short interruption
(lifting of the pen).

3. Continuous writing – reduces the interruptions between letters to a mini-
mum. Cursive handwriting comes close to it.

Taking the humans’ eye gaze behavior into consideration, continuous writing
matches best the requirements of interfaces that utilize eye gaze for input control.
Human eye gaze is always moving and always ’on’, which can be seen as a pen
that always draws. We cannot simply switch off our eye gaze. For handwriting
it is necessary to lift the pen to separate single words. As we cannot switch
off eye gaze, it would be fascinating to design a gaze-driven interface, where
switching is not necessary at all. Before presenting our own system, we will
discuss applications that were developed for gaze-controlled writing that fall
into the categories introduced above.
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2.1 Gaze-Controlled Typing

There are two kinds of common keyboard writing. In the case of direct writ-
ing, a keyboard with the keys arranged in alphabetical order or using a typical
keyboard layout is displayed. Unlike this, multi-tap writing is based on a hier-
archical arrangement of letters. Here the letters are grouped on keys together
and users have to repeatedly press buttons to get a single letter. This method
is frequently used in mobile phones. To adapt common keyboard writing for eye
gaze writing, users have to directly select the keys with their gaze, in a similar
way as they would type on a keyboard. They simply type with their eye. Both
gaze-controlled direct writing and gaze-controlled multi-tap use dwell time, i.e.
users have to fixate a specific point for a specific time, to trigger a key.

[Majaranta et al., 2006] used gaze-controlled interfaces for writing. To write
letters, users simply must look at the on-screen button for a certain amount
of time. As users write with their eyes in a contact-free manner, there is at
first no haptic or acoustic feedback which they might be familiar with from
typewriters or keyboards. [Majaranta et al., 2006] investigated several kinds of
typing feedback for users: visual, speech and click noise. The visual feedback was
implemented with a small highlighted border around the key which is displayed
when the user looks at the key. Furthermore, the size of the character on the key
shrinks linear to the dwell time. On selection, the background of the key changes
its color and the key goes down. When speech is used, the letter is simply spoken
out as feedback after its selection. The click noise as feedback is self-explanatory.
The authors found in their comparison of speech only, click + visual, speech +
visual, and visual only, that click + visual enabled the users to write fastest
with their eyes. The maximum writing speed they achieved was about 7.5 wpm
(words per minute).

[Hansen et al., 2001] developed a writing system with a hierarchical structure
called GazeTalk. They reduced the approximately 30 on-screen keys, common for
gaze-controlled keyboard-based systems, to ten in their gaze-based multi-tap sys-
tem. They applied two different methods. The version for novice users arranges
the letters alphabetically. First, letters and special characters are grouped on
four buttons. After selecting a button the single characters are shown on single
buttons and can be selected for writing. Whereas a gaze-controlled system can
select a letter with a single step, this system needs two. The version for ad-
vanced users automatically predicts the next letter while the user is writing. In
prediction mode only the six most likely letters are shown. If the desired letter
is not among them, the user must trigger another button to get back to the
alphabetical display.

Among systems without any probabilistic letter prediction or word comple-
tion, gaze-controlled keyboard-based systems are the fastest as it takes only one
step to enter a letter. But such systems must display all letters at once on the
screen. The alphabet has 26 letters adding some command buttons (i.e. space,
delete etc.), space for at least 30 buttons is required. Depending on the accuracy
of the eye tracker, the buttons need a certain size. And in the end, the writ-
ing interface will need a lot of space. With multi-tap systems, the buttons can
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be larger and are therefore less vulnerable to inaccuracies of the eye tracking
system.

Both the direct writing and the multi-tap approach use dwell time to trigger
keys. Dwell time strongly depends on the experience of users and thus has an
impact on typing speed and error rate. If the chosen dwell time is too short, users
will make more mistakes and if the dwell time is too long, users will strain their
eyes. Thus, a reasonable trade-off between typing speed and error rate needs to
be found. [Špakov and Miniotas, 2004] developed an algorithm to adjust dwell
time in real-time. They found that a dwell time of 700 ms enables the user to
type nearly without any wrongly selected keys. [Hansen et al., 2001] used a dwell
time of 750 ms for novice users which they decreased after several hours of usage
to 500 ms.

2.2 Gaze-Controlled Gesturing

[Isokoski, 2000] developed a system called MDITIM (Minimal Device Indepen-
dent Text Input Method) for device-independent text input. Originally it was
only tested with a touchpad, a trackball, a computer mouse, a game controller
and a keyboard. To adopt it for eye gaze control, practically no changes were
necessary. Only a modifier key, which was previously controlled by pressing a
button, was replaced by an area-of-interest, where users had to look at to trig-
ger it. MDITIM encodes letters in commands of directions, i.e. a = NSW, b =
SEW, c = ESW, d = SWE, and so forth. The codes consist of three or four
directions. If a user, for instance, wishes to write ’c’, her eyes have to go to the
right, then down and finally to the left. Writing ’cab’ results in ESWNSWSEW,
which comes close to a continuous writing system. Nevertheless, MDITIM is not
a real continuous writing system. For example, combinations, such as ’dc’, are
encoded by SWEESW, which includes two equal codes in a row. If the system
shall be able to recognize such a combination, there must be an interruption in
between.

EyeWrite developed by [Wobbrock et al., 2008] is a pure gesture-based eye
writing system similar to Graffiti for Palm handhelds. It is the first system that
uses letter-like gestures for eye input, in contrast to MDITIM which encodes
the alphabet. The interface – the authors chose a window size of 400 × 400 – is
aware of five areas: the four corners and the middle. To provide some guidance
for the eye gaze to write gestures, there are points placed in the corners and in
the middle. To write a ’t’ for example, the gaze must move from the upper left
corner to the upper right corner, then to the lower right corner and finally to
the middle to indicate that the gesture is terminated. Glancing at the corners
suffices to draw the gesture. The system works not completely dwell time free as
the eye gaze must stay for a specified time in the middle for segmentation. The
authors specified a dwell time of about 250 ms, which corresponds to half of the
typical dwell time that systems use or to twice as much as the average fixation
time. The usage of this system is rather similar to MDITIM, but with letter-like
gestures, it is easier for users to remember the gestures.
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A disadvantage of gesture-based typing systems is that users have to learn
the gestures by heart or look it up. That makes the systems difficult to use for
occasional users. EyeWrite could be easier to use than MDITIM as EyeWrite
uses letter-like gestures, which makes the gestures easier to memorize. The au-
thors of MDITIM do not provide a user study with performance measurements.
[Wobbrock et al., 2008] conducted a longitudinal study about the performance
of their system. Novice users wrote from about 2.5 wpm (words per minute) up
to about 5 wpm after 14 sessions.

2.3 Gaze-Controlled Continuous Writing

[Urbina and Huckauf, 2007] introduce three dwell-time free eye writing appli-
cations. In Iwrite, keys are arranged alphabetically in a rectangular horseshoe
shape. To select a letter users must look at the letter and then look outside the
shape. The inner area of the horseshoe displays the currently written text. A
similar system called StarWrite arranges the letters on a half-circle in the upper
part and a display for the written text in the lower part. Looking at a letter
enlarges it and its two neighbors. To select a letter one must then ’drag’ it to the
lower text field. Again all letters must be displayed at once. Thus, this method
is space consuming or vulnerable to inaccuracy of eye tracking.

pEYEwrite [Huckauf and Urbina, 2007] is their third concept of dwell-time
free writing. Here letters are arranged hierarchically using pie menus with six
sections, where each section groups five letters or special characters. Letters are
again arranged alphabetically. The pie is further divided into an inner and an
outer part. The letters are displayed in the inner part of the pie and to trigger
a selection of a letter, users must gaze at the corresponding section on the outer
frame. To write a letter, a user first selects the section that contains the intended
letter. After that, a new pie menu pops up that contains one letter in the single
sections. After the selection, the pie disappears and the user can continue. This
system needs two activations to write a letter.

Maybe the most prominent gaze-controlled text entry system for continuous
writing is Dasher [Ward and MacKay, 2002]. It does not use any static elements
in its design. Letters move from the right to the left and as soon as a letter
crosses a border it is selected. The letters move continuously as long as the users
look at the letters. At start the letters are arranged vertically on the very right
border of the application. As soon as the user looks at a letter the letter starts
to enlarge and moves to the left. Dasher uses probabilistic prediction of letters
and word completion. Both concepts are seamlessly integrated in the interface.
The probability of a letter is directly depicted by its size which facilitates its
selection.

[Isokoski, 2000] describes an adaption of Quikwriting for usage with eye gaze.
Quikwriting was developed by [Perlin, 1998] as a new text input interface for
stylus-based systems, i.e. handhelds or smartphones. The system is based on
two input concepts. First, with Quikwriting users must never lift their stylus
from the surface. This approach perfectly matches the nature of human eye
gaze. The eye is always gazing at something, e.g. the screen, and we cannot
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’lift’ our eye gaze from the screen unless we close our eyes. But then we can
no longer see anything. Lifting, we better say triggering or switching, is not a
natural human eye gaze behavior. Second, the user never has to stop moving
the stylus. Of course eyes stop often to fixate something in a scene, but these
fixations normally just last around 150-300 ms. This is much shorter than the
trigger time in a dwell-time system. As soon as the dwell time is equal to fixation
time, everything users look at is selected.

The interface of Quikwriting is divided into eight equally sized sections around
a central resting area. To write a letter, the user moves from the center to one of
the outer sections, optionally to another adjacent section, and back to the center,
which triggers the selection of the letter. Every section is linked to a group of
letters. In general, the letters are arranged in such a way that frequent characters
can be written faster. Thus training speeds up writing since users familiar with
the arrangement would be able to find an intended letter faster than novice users.
For instance, one section contains ’h’, ’e’, and ’c’ in this order. To write an ’e’,
users simply move their stylus to this section and back to the resting area. If
they want to write the ’h’, they move to this section, after that to the adjacent
left section and finally directly back to the central area. [Isokoski, 2000] never
seemed to have implemented this system and thus results about its usability are
not available.

3 Implementation of Eye Writing Applications

Our objective is to develop a new gaze-controlled dwell-time free system for con-
tinuous writing. We hope that such a system would come close to the nature of
human eye gaze behavior. Based on earlier research, we will concentrate on an
interface design which does not require learning any gestures by heart. Taking
the Midas touch problem [Jacob, 1991] into account, our interface shall be com-
fortable for the eye. Therefore, distracting visual feedback should be handled
with care. Taking these requirements into account, we decided to explore the
potential of Quikwriting, which was designed for the usage with handhelds in
the first place, for a gaze-controlled interface (see Figure 1). In addition, we will
provide a comparison with a gaze-controlled keyboard-based system.

3.1 Gaze-Controlled Quikwriting

Two problems occur with the original design of Quikwriting when simply substi-
tuting the stylus by eye gaze. When interacting with a stylus, users first search
for the section that contains the letter to write and then they move the stylus
there to select it. To avoid that the selection of a letter is unintentionally trig-
gered by a visual search process, we decided not to display the letters within
the original sections. Instead, we displayed them in the inner resting area, each
group of letters close to its linked section. Further, we had to help users memorize
which adjacent section is linked to which single letter since users might already
forget during the interaction which section they have to gaze at. This would be
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fatal for our system. Imagine that the user has selected a group of letters by
moving his eye gaze out of the center to an outer section and now has to gaze
at an adjacent section to trigger the selection of a letter. Let us assume that
the user forgot whether the first or the second adjacent section is the correct
one. Thus his gaze would move back again to the resting area. But this process
already triggers the selection of a letter. To avoid this problem, we display each
single letter within the section the user has to gaze at in order write a letter
after having selected a group of letters by moving his eye gaze out of the center
(see Figure 1). Then he can look at the section for the letter to write and gaze
back to the center.

Fig. 1. Adapted interface of Quikwriting for use with eye gaze. The dotted line indicates
the gaze path to write the letter ’g’. The user currently looks at ’g’. The light shaded
background follows the gaze and indicates which section the user is looking at.

Another problem occurs when a user wants to check what she or he already
wrote. For instance, if we place the text area below the writing interface, users
may gaze from the center at the text area and pass writing sensitive sections.
Looking back to the center would result into the selection of a letter. To avoid
this kind of unintended writing actions, we check whether the user is looking
at the text field and disable any writing function until the gaze is back in the
central area.
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3.2 Gaze-Controlled Keyboard-Based System as a Baseline

The performance of writing systems distinguishes a lot in the literature. Some au-
thors measure in characters per minute and others measure in words per minute.
Sometimes, the authors do not even describe how many characters make up their
words. Most literature considers for European languages a sequence of five char-
acters including spaces and punctuation marks for one word. [MacKenzie, 2003]
describe in detail how to measure writing speed in theory and practise for var-
ious kinds of interaction device. Not only the measurement methods differ fre-
quently, also the writing speed of gaze-controlled keyboard-based systems, for
instance, ranges from about 5 wpm [Wobbrock et al., 2008] to about 11 wpm
[Urbina and Huckauf, 2007] for novice users. [Majaranta et al., 2004] report that
even among subjects the speed for gaze-controlled writing varies from 7 wpm
to over 14 wpm. The huge variance could come from the different eye tracking
systems and their accuracy, tracking capabilities and delay. Further, it is im-
portant to know if only correctly written letters or all written letters are taken
into account. Including wrongly written letters in our analysis, would falsify our
results, as they might have been written randomly and unwillingly.

This all makes it difficult for us to compare the performance of our newly
developed application with results in the literature. As among systems without
word completion, keyboard-based systems are the fastest way to write with eye
gaze control, we decided to implement such a system. This gives us a trustier
way to compare writing speeds. Our implementation of a keyboard-based system
used a dwell time of 750 ms as our study only included novice users that never
used an eye tracking system before. The system’s response during the writing
process was limited to visual feedback. Users were allowed to interrupt looking
at a key to trigger it. Every key has its own dwell time buffer. As soon as a
dwell time of one key exceeds, all other buffers are reset. This gives users the
freedom to look at the already written text while writing a letter. Also for eye
tracking systems with lower accuracy, users won’t get easily annoyed if the gaze
leaves the key for a glance and the dwell time is reset. While looking at one
key, the background color changes and slowly fills the button from inside. The
letters were arranged in alphabetical order. Additionally we had three command
buttons for space, delete and enter.

4 Experiment

To investigate whether the new interface is usable and whether the writing speed
can compete with a gaze-controlled keyboard-based interface, we conducted a
study with 3 subjects.

We used the iView X RED eye tracking system from SensoMotoric Instru-
ments (SMI), which is contact-free. The eye tracker operates with a sampling
rate of 50 Hz and is used in combination with a 19-inch screen with a resolution
of 1280 × 1024. When a subject is placed in front of the eye tracking system, the
system automatically recognises the position of the head and gives hints about
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its best position. While the subjects’ eye gaze is tracked, they are allowed to
move their head freely to a certain extent.

After the subjects were placed in front of the eye tracker, we gave them a
short introduction about the eye tracking system. We explained them how they
would use their eye gaze to write. Before we started the study, we gave them
about 5 minutes to get used to the applications, as our subjects never used an eye
tracker before. This was to ensure that the subjects were able to work with our
eye tracking system and the tracking accuracy was high enough. We prepared
30 short sentences on small index cards, which were shown and read to them
before they started to write a sentence. Every subject had to use the adapted
Quikwriting system and the keyboard-based system. Per application they had to
write 10 sentences. The sentences were selected randomly per subject. We showed
the cards to the subjects to avoid misspelling which would have a side effect on
the analyzed error rate. The applications logged the users’ writing interactions
with a time stamp into a file.

5 Results and Discussion

We analysed the log files and removed all unwillingly and wrongly written letters.
This was necessary as sometimes the users wrote letters although they did not
intend to do so. And as we were only interested in the writing speed of correctly
written letters, the wrong ones were removed. Removing the wrongly written
letters normally worsens the writing speed. Writing unwillingly letters often
occurs randomly and unexpectedly and therefore the selection of such letters
takes a shorter time. We observed (see Table 1) that users were able to write
with our adapted Quikwriting 5 wpm. The same subjects achieved a writing
speed of about 8 wpm with the keyboard-based interface.

Table 1. Comparison of writing speeds in wpm (words per minute)

eyeKeyboard Quikwriting

avg 7.8 5.0
var 0.02 0.3

For all users the keyboard-based system was easier to use, but more exhaust-
ing. This was surprising to us since the users were familiar with keyboards, while
the adapted Quikwriting was new to them and their usage had to be learned.
The reason for the keyboard-based system to be exhausting is the Midas Touch
problem. The users always feared that something happened, when they looked
somewhere. Some asked if there is a place where nothing happens and they can
rest their eyes. In the adapted Quikwriting we have automatically a resting area
in the middle of the interface. On the other side the keyboard-based system
could be speed up by reducing our current dwell time of 750 ms. For instance,
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Fig. 2. In a new design of the adapted Quikwriting, we will place the text field in the
resting area. This will enable users to check what they have written without moving
their eyes to any place outside the control interface.

with a dwell time of 500 ms the writing speed would increase to about 9 wpm.
A significant improvement by training is possible since letters are arranged de-
pendent on their probability. We expect that an experienced (i.e. training of 5
days with 15 minutes each day) user could achieve an increased writing speed
with Quikwriting up to 9.5 wpm, which comes close to that of a keyboard-based
layout.

The error rate of the Quikwriting based system was much higher than the
error rate of the keyboard based system. After analysing the log data we found
that errors mainly occurred when the user checked what he or she already had
already written. We further found that the blocking of any interaction after
the users looked at the text field with the already written text did not work
in a satisfying manner. Obviously, users did not focus on the written text, as
a half glance already sufficed for a human eye to recognise what was written.
Therefore, we intend to change the layout of the interface. In particular, we plan
to place the text field in a next step to the middle (see Figure 2). This will
match the layout of Quikwriting as the eye gaze starts and stops in the middle
resting area. Another point is the arrangement of the letters. We kept the layout
of Quikwriting as it was originally designed by [Perlin, 1998]. This includes the
probability distribution of the characters in the English language. The first six
most probable letters in English are E, T, A, O, I, and N, whereas in German
they are E, N, I, S, R, and A.
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The keyboard-based system could be improved by providing audio feedback
to the users after a letter was written. Indeed, subjects already looked at the
next letter although the current one was not yet written. Also the dwell time
should be adjusted to the users, as for some of them staring for 750 ms was too
long.

Comparison With Other Input Methods. The speed of handwriting is
about 30 wpm. An average typist writes with 50 to 70 wpm on a computer
keyboard. Of course eye gaze controlled writing systems cannot compete with
these input methods, but users would need their hands. An input method that
needs hands as well uses game controllers. Normally the controller is used to
select the letters on a keyboard-based interface displayed on the screen, similar
to the one we described in section 2.1. [Költringer et al., 2007] conducted a study
with common game controllers. They found that the writing speed of novice users
is about 8 wpm using such devices. Experienced users after 15 sessions were able
to write 12 wpm. The speed of this input method is comparable to that of eye
gaze controlled systems. Since text input becomes more and more important for
gaming consoles, eye gaze based input methods will become interesting as soon
as webcam-based eye tracking systems become more accurate and reliable.

6 Conclusion

Eye gaze interaction has the potential of becoming a new form of interaction in
human-computer interfaces. Currently the interest in such interaction systems
mainly comes from physically handicapped people that, for instance, cannot keep
their hands calm or move them at all.

We developed a new writing system for eye gaze controlled interaction. Our very
first prototype can easily compete with gaze-controlled keyboard-based systems.
As we were testing the system for the German language, we expect an improve-
ment after we place the letters according to the occurrence probability of German
letters. And with moving the text field from the bottom to the center, a more con-
tinuous flow of writing should become possible and increase writing speed.

Based on the results of a first user study, we formulated some guidelines
for the design of future Quikwriting-based eye gaze control. Quikwriting was
originally designed for the usage with stylus-based input devices. The underlining
principles of Quikwriting, (1) always move and (2) never lift the stylus, perfectly
match the nature of human’s eye gaze and should be considered in future designs
for eye gaze interaction. We were able to show that such a system can compete
with common writing systems without word completion for eye gaze, such as
GazeTalk or pEYEwrite.
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Abstract. We present a biologically inspired model for learning proto-
typical representations of head poses. The model employs populations of
integrate-and-fire neurons and operates in the temporal domain. Times-
to-first spike (latencies) are used to develop a rank-order code, which is
invariant to global contrast and brightness changes. Our model consists
of 3 layers. In the first layer, populations of Gabor filters are used to ex-
tract feature maps from the input image. Filter activities are converted
into spike latencies to determine their temporal spike order. In layer 2,
intermediate level neurons respond selectively to feature combinations
that are statistically significant in the presented image dataset. Synap-
tic connectivity between layer 1 and 2 is adapted by a mechanism of
spike-timing dependent plasticity (STDP). This mechanism realises an
unsupervised Hebbian learning scheme that modifies synaptic weights ac-
cording to their timing between pre- and postsynaptic spike. The third
layer employs a radial basis function (RBF) classifier to evaluate neural
responses from layer 2. Our results show quantitatively that the network
performs well in discriminating between 9 different input poses gathered
from 200 subjects.

1 Introduction

1.1 Motivation

Over the last decades, several researchers put their effort on the investigation
of methods to reliably estimate gaze directions of persons attending to certain
objects or persons. This field of research is closely linked to other face related
topics such as face detection, face recognition or facial expression analysis since
most of them have to account for pose variations (see [Zhao et al., 2000] for a
literature survey).

Here, we focus on the reliable estimation of head pose from monocular greyscale
images since this question seems to be very crucial for all fields of research that
are involved in human-machine-interaction (HMI) [Weidenbacher et al., 2006] or
human-robot-interaction (HRI) [Nagai, 2005]. Furthermore, in a car driver sce-
nario, it would be very informative to know which direction the driver is attending
to in order generate warnings in case of an unattended threat [Beardsley, 1998].
Interestingly, humans have remarkable skills in making reliable pose discrimina-
tions [Poppe et al., 2007], as it can be observed in, e.g., conversations to estimate
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in which direction a dialog partner is attending to [Strauss, 2006]. There are quite
a number of existing methods for pose estimation which can be divided into two
different categories: Model-based approaches try to find landmarks points in the
face to build a pose specific graph [Krüger et al., 1997, Vatahska et al., 2007] .
While appearance-based approaches use the whole image of the face to estimate
head pose using PCA [Pentland et al., 1994, Cootes et al. 1998] or neural net-
works [Voit et al., 2007]. The advantage of appearance-based models is that no fa-
cial landmarks have to be detected which is often a problem due to occlusion when
the face is in profile view or an eye is covered by hairs. On the other
hand, appearance-based approaches need more training data to achieve sufficient
performance.

1.2 Biological Plausibility

In the last ten years, it became more an more clear that the development of new
machine learning algorithms alone might not be the best way to solve recognition
problems, and that the feature set used has a strong impact on the performance
of these appearance based algorithms [Meyers and Wolf, 2008]. Since the human
visual system can perform pose discrimination tasks at a level of high accuracy
[Poppe et al., 2007], it seems natural to try to understand and emulate how it
represents visual data in order to derive features that will be useful in com-
puter vision systems. Recently, [Masquelier and Thorpe, 2007] have proposed a
biologically motivated model for learning visual features that was also inspired
by the well-known Riesenhuber & Poggio model [Riesenhuber and Poggio, 1999]
in which high level features such as object categories are composed in a hierar-
chical fashion from low-level features such as simple contrast detectors. While
most of the neurally inspired models interpret activities (e.g. filter responses)
as spike rates, Thorpe and colleagues use the temporal order of incoming spikes
(rank-order) as an efficient code. This offers the advantage to use spike-time-
based learning techniques such as STDP, a Hebbian learning rule that changes
synaptic weights based on the timing between pre- and postsynaptic spike time
[Bi and Poo, 2001]. This kind of coding strategy has been already tested suc-
cessfully for face identification [Delorme and Thorpe, 2001].

1.3 Brief Overview

In this contribution, we present an extended version of the model proposed
by [Masquelier and Thorpe, 2007] to learn pose specific neural representations.
They incorporate STDP which is known to have the effect of concentrating high
synaptic weights on afferents that systematically fire early [Guyonneau et al.,
2005]. Moreover, the authors trained their model with images of different cat-
egorical objects in front of changing backgrounds. The model finds statistical
regularities in the feature domain which are used in combination with a radial
basis function classifier (RBF) to discriminate between different object classes
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(faces, motorbikes, and background). We provided the model with additional
feature dimensions (scale and phase) to learn pose specific representations of
faces. This is a more challenging task as in-class discriminations in general are
harder than between-class discriminations. More clearly, a face in frontal pose
has more similarity with a slightly rotated face than a face with a motorbike.

2 Methods

2.1 Model Outline

A greyscale intensity image is filtered with Gabor filters of different orientation,
scale and phase polarity, followed by a local normalisation (shunting inhibition).
This leads to 48 feature maps providing feature specific neural activity. These
activities are further converted into spike ranks by sorting all activities over all
feature maps in descending order. In the following layers, only spike ranks, i.e.,
the temporal order of spiking neurons is used. Spikes are propagated consecu-
tively from layer 1 through STDP synapses to layer 2, where integrate-and-fire
neurons compete to elicit their first spike. The prototype who fires first is the
winner, whose weights are updated according to the STDP rule (winner-take-
all). Final pose classification is done in layer 3 by evaluating a trained RBF
classifier using binary pose labels and layer 2 responses as input. The major
steps of the model are depicted in Fig. 1.

Fig. 1. Overview of the model. Our model consists of three major processing steps.
Beginning with a preprocessing stage low level features are extracted and further con-
verted into a rank-order code. Following, pose prototypes are learned from these tem-
poral codes by applying an unsupervised STDP specific leaning rule. After learning
has converged, an RBF classifier is used to evaluate the responses from prototypical
pose neurons.
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2.2 Feature Extraction

The initial stage of processing face images is represented by Gabor wavelets
functions [Daugman, 1988] which resembles simple cells in the primary visual
cortex. A Gabor filter bank applied to an input image results in different feature
maps which selectively respond according to their feature type. Here we used 8
orientations, 3 scales and 2 phases (ON/OFF centre receptive field, responding
to positive and negative local contrast) resulting in 48 feature maps (Fig. 1).
Furthermore we apply shunting inhibition [Sperling, 1970] to each feature map
which has the effect of normalizing filter activity in a spatial neighbourhood
within individual feature maps.

2.3 Rank-Order Code

Filter responses from each feature map can be interpreted as neural activity. The
more strongly a cell is activated the earlier it fires. This conversion from activity
to latency is in accordance with physiological data that response latency de-
creases with increases in stimulus contrast [Albrecht et al., 2002]. [Thorpe, 1990]
has proposed to use the temporal order of spike latencies rather than the laten-
cies themselves. This has several advantages: first keeping only the temporal
oder saves memory (and computational time) and second the code becomes in-
variant against global brightness and contrast changes. Such a rank-order code
is invariant against global contrast changes since it only represents the order but
not the precise times to first spike.

2.4 Model Dynamics and STDP Learning

Input neurons are connected with each neuron in layer 2 via connections which
define a retinotopic map. Synaptic weights between layer 1 and layer 2 neu-
rons are initially set to 0.5 augmented by Gaussian distributed noise (σ=0.01).
Layer 1 (presynaptic) neurons subsequently fire a single spike in temporal or-
der according to their rank. Layer 2 neurons integrate postsynaptic potentials
determined by weights that are connected to the firing presynaptic neuron over
time until the postsynaptic neuron itself reaches its firing threshold. As soon
as the first postsynaptic neuron fires, a winner-take-all mechanism takes place
and prevents all other layer 2 neurons from firing. Weights of the winner neuron
are now updated according to the simplified binary STDP rule adapted from
[Masquelier and Thorpe, 2007]

Δw = a+ · w · (1 − w), if ti − tj ≤ 0
Δw = a− · w · (1 − w), if ti − tj > 0 (1)

where i and j refer to the pre- and postsynaptic neurons, respectively, ti and tj
are the corresponding spike ranks. Δw is the synaptic weight modification and a+

and a− are the two parameters specifying the amount of change for potentiation
and depression of connection weight, respectively. Note, that the learning rule
assures that weights remain in range [0,1], therefore no uncontrolled growth of
weights can occur.
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2.5 RBF Classifier

To evaluate the responses of self-organised prototype neurons, we used a radial
basis function classifier. The RBF network was trained with vectors of postsy-
naptic spike latencies (i.e. the number of presynaptic spikes that were necessary
to trigger the spike of a layer 2 neuron). As teacher signal, we used binary class
labels from the FERET pose dataset [Phillips et al., 2000]. Training of the RBF
classifier did not start until learning of STDP synapses of layer 1-to-layer2 con-
nectivities had finished.

3 Model Simulations

As input of the model we used images of 200 subjects in 9 different poses taken
from the FERET database [Phillips et al., 2000]. The size of the input images
was 72x64 pixels. In our simulations we used 9 pose neurons initialised with
0.5 in combination with an additive Gaussian noise term(σ = 0.01, μ = 0).
Receptive field sizes (RF) of layer 2 pose neurons were set to 65x55 pixels. RFs
were duplicated in overlapping retinotopic maps (2 pixels steps), in order to
preserve translation invariance. The threshold for the pose neurons to emit a
spike was set to 10 % , i.e., when the sum of integrated STDP weights exceeded
10% of the total number of weights within the receptive field1. The learning rates
a+ and a− in Eq. 1 were set to 2−5 and -0.7·2−5. After subsequent presentations
of faces in arbitrary poses, neurons in layer 2 began to show a preference for
specific head poses (Fig. 2). After 4000 learning steps, weights had converged to
a stable state (Fig. 3).

Fig. 2. The figure shows snapshots over time of reconstructed receptive fields for two
example pose neurons. Both neurons become selective for distinct head poses. After
200 postsynaptic spikes (weight changes) the weights remain stable.

1 Exact parameter setting was not critical for the system.
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Fig. 3. Receptive fields of all layer 2 neurons after 4000 learning steps. Images in a)
show additive reconstructions of learned weights from all feature channels (scale, ori-
entation and phase polarity). b) - d) show weight distribution separate for each Gabor
scale from fine to coarse. It is clearly visible that layer 2 neurons show a preference for
particular head poses. The numbers over each column denote the quantity of learning
steps for each neuron.

To evaluate the resulting pose prototypes, we turned off learning and again
processed all images of the database until the stage of layer 2 where each pose
neuron reached a certain potential depending on its pose preference. Note that
up to this point, solely unsupervised learning was performed, meaning that no
external teacher signal was given to the model. Consequently, the model had no
knowledge about which prototype neuron is related to which pose. Poses were
only learned due to hidden statistical regularities in the dataset. This vector of
postsynaptic potentials was then used as input code to train an RBF classifier.
As a teacher signal, we provided the RBF classifier with pose class memberships
of each input image. After successful training of the RBF classifier, the output
neuron of the RBF that responded maximally determines the pose class of the
input image. We performed a 200-fold cross-validation on the dataset to evaluate
the performance of the multi-class RBF classifier. More clearly, we tested each
of the 9 poses from one subject which the system had never seen before while
the system was trained with the remaining 199 subjects (including all poses).
Then we compared the pose responses from the RBF network with the correct
pose. Fig. 4 illustrates the confusion matrix which demonstrates that the vast
majority of the data had been classified correctly. In quantitative terms 94.7 %
of all poses were classified within +/- one pose class around the correct one.
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Fig. 4. Confusion matrix of RBF classifier output using a 200-fold cross-validation.
The figure shows that nearly all pose classification results lie within the range of +/-
one pose class around the correct pose (corresponding to 94.7 % classifications).

4 Discussion and Conclusion

We have presented a model that learns pose selective representations from fea-
ture ensembles of oriented faces. Moreover we have shown, that this intermediate
complexity level representation can be used as input for a final RBF classifier in
order to produce consistent pose estimates. This type of hybrid model has several
advantages compared to other leaning approaches such as e.g. back propagation
networks. First, selectivity in the STDP layer for significant input patterns is
achieved after only few learning steps (cp. Fig. 2). Second, there is no problem
to deal with local minima and finally, the intermediate level representation of a
pose does not depend on an external teacher signal. This means that in prin-
ciple all significant variations of the dataset are captured by an unsupervised
learning process. This is closely linked to principal component analysis (PCA)
[Pentland et al., 1994] an alternitive unsupervised learning approach where a
system of orthogonal eigenvectors represents significant second-order variations
in the data represented by prototypes that are termed eigenfaces. However, the
eigenfaces approach is based on the rate code assumption and therefore does not
take temporal correlations into account. Moreover, eigenfaces are restricted to
be orthogonal to each other.

A problem that many models are confronted with is to find an optimal param-
eter setting to achieve accurate behaviour. That is in our model, for instance,
to choose the number of postsynaptic neurons in layer 2 of the model. It is un-
clear how many neurons are needed to optimally capture a certain property from
the data such as pose. Furthermore, the threshold for a postsynaptic neuron to
emit a spike has also strong influence on the learning behaviour, since too small
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thresholds would only focus on the very strongest contrasts (earliest spikes) while
high thresholds would cause STDP to loose focus on the most important features
and selectivity will get worse.

We plan to further improve the model by developing a scheme for dynamic
prototype allocation. This would have the benefit that the user would not have to
select a static number of STDP neurons prior to the learning. Moreover, we will
investigate the extension of the model to learn combinations of patterns (such
as eyes, nose and mouth) and their spatial relationships as it is proposed, e.g.,
in [Krüger et al., 1997]. Furthermore, we are currently experimenting with video
sequences of continuous pose variations which constitute a more natural input
pattern than randomly shuffled images. Finally, with these continuous frame
sequences optical flow estimates could also be taken into account.
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Abstract. In order to realize multimodal speech recognition on a mobile phone, 
it is necessary to develop a small sensor which enables to measure lip move-
ment with small calculation cost. In the previous study, we have developed a 
simple infrared lip movement sensor located on the front of mouth and cleared 
that the possibility of HMM based word recognition with 87.1% recognition 
rate. However, in practical use, it is difficult to set the sensor in front of mouth. 
In this paper, we developed a new lip movement sensor which can extract the 
lip movement from either side of a speaker’s face and examine the perform-
ance. From experimental results, we have achieved 85.3% speaker independent 
word recognition rate only with the lip movement from the side sensor.  

1   Introduction 

The information of lip movement is very effective especially for speech recognition, 
because we cannot utter words and sentences without moving lip and mouth. In the 
research area of multi-modal automatic speech recognition (ASR), the addition of 
speaker’s lip movement to the speech signal is an effective approach for robust recog-
nition against acoustic noise [Meier et al., 1996; Thambiratnam et al., 1997; Luettin et 
al., 2001; Yoshida et al., 2001; Zhi et al., 2001; Potamianos et al., 2003]. The infor-
mation of lip movement is available for not only in multi-modal ASR but also in 
password authentication without audio speech, and multi-modal speaker identification 
[Wark et al., 2000]. In such a case, however, video camera, large amount of memory, 
video interface and high speed processor to get the information of lip movement are 
necessary. In addition, such a system tends to be expensive and large. This is one of 
reasons to prevent the use of multi-modal speech signal processing. Especially in the 
mobile use of multi-modal speech signal processing, it is well expected that the per-
formance of mobile equipments is too poor to extract features for word recognition 
from lip movement in real time. 

In order to improve this problem, we have developed a simple infrared lip move-
ment sensor mounted on a head set and made it possible to acquire lip movement 
[Yoshida et al., 2007]. The sensor consists of an infrared light emitting diode (IR-
LED) and an IR photo transistor, and measures the speaker’s lip movement by  
the reflected light from the mouth region. The sensor has also an advantage in small 
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calculation cost for extracting the lip movement features. By using the sensor, we 
have achieved the 66% word recognition rate only by the lip movement features [Yo-
shida et al., 2007]. We also have reported the results that the developed sensor can 
track a speaker’s lip movement and extract a lip movement feature successfully as 
well as the lip height feature which is extracted using video camera and a post image 
processing. The headset with this sensor enabled personal digital assistance (PDA) 
and mobile phone to acquire and handle lip movement information. 

However, the sensor must have the capability to acquire the lip movement from ei-
ther side of a speaker’s face when a person holds only a mobile phone to call without 
a head set. Therefore, we have developed a new lip movement sensor which can ex-
tract the lip movement from the side of a speaker’s face for a mobile phone. 

In this paper, the performance of the new sensor for side face is evaluated by the 
spoken word recognition using 50 words only with lip movement features. Also, the 
details of the side sensor and the experimental results of spoken word recognition are 
shown in comparison with our previous lip movement sensor for front face. 

2   Related Works 

There are many excellent works realized the real-time lip extraction methods of the 
lip movement on their personal computer or workstation [Chan et al., 1998; Kaucic et 
al., 1998; Zhang et al., 2001; Delmas et al., 2002; Beaumesnil et al., 2006]. Their 
frame rate is range from 10 frame per second (fps) to 30 fps. The 30 fps is not enough 
to use the lip movement information for speech application such as ASR or password 
authentication. All methods extract the lip movement from the moving pictures of 
speaker’s face by image processing. For this purpose, temporary and spatial image 
processing and huge memory size are required. However, the processing costs and 
available memory are limited in mobile phone. 

In contrast, our infrared lip movement sensor does not require such big resources. 
Our sensor outputs only 1 channel analog signal related to lip movement. Mobile 
equipments can get the lip movement information directly with extremely low speed 
analog to digital converter (ADC) without software image processing. Only 200Hz 
sampling frequency enables to acquire 100 fps lip movement data. 

There are a few related works of using IR sensor to get lip movement information. 
One of works was reported by J. Huang, et al. [Huang et al., 2003]. Their headset had 
an IR charge coupled device (CCD) camera to get moving pictures of speaker’s 
mouth region. Their method needed the large calculation costs and memory to get the 
information of lip movement as previous method using video camera, because their 
headset captures moving pictures. In the excellent previous work by Z. Zhang, et al. 
[Zhang et al., 2004], they developed the multi-sensory headsets. One of their proto-
type headsets had an infrared sensor. The main specialty of their prototype headset 
was the born conductive microphone. Their infrared sensor is similar to our sensor in 
the point of lip movement sensing. However, the lip movement information from the 
infrared sensor was used only for voice activity detection. In addition, they did not 
report the details of infrared sensor and its lip movement features. We could not find 
any other work in which the lip movement features from an infrared sensor were used 
for ASR or multi-modal ASR.  
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3   Lip Movement Sensor for Capturing from Either Side of Face 

3.1   Detail of the Side Sensor 

A closed view of the developed side sensor is shown in Fig. 1(a). A whole view of the 
side sensor mounted on a headset is shown in Fig. 1(b). The sensor consists of an IR-
LED for radiating infrared light and an IR photo transistor for measuring the power of 
reflected infrared light. In this new prototype, we use Toshiba TLN103A IR-LED which 
has 80 degree half-value angle and 940 nm peak wavelength as infrared light. We also 
use Toshiba TPS611F IR photo transistor which has a visible light cut filter to suppress 
external visible light, 8 degree half-value angle, and 900 nm center wavelength. 

The infrared light is radiated to the mouth region of speaker continuously, and the 
reflected light is measured. When a speaker opens mouth widely, the power of the 
reflected light decreases, because the infrared light passes through the gap between 
the lips as shown in Fig. 2(a). When the speaker closes mouth, the reflected light 
becomes stronger as shown in Fig. 2(b). This means that the intensity of the sensor 
output shows the size of mouth opening, which corresponds to the height of the 
mouth. To improve the dynamic range and signal-to-noise ratio (S/N) of the sensor, 
we choose the infrared photo transistor with small half-value angle to sharpen the 
directivity of the infrared sensor. 

 

 
Fig. 1. A closed view of the developed side sensor 

 

 
Fig. 2. The mechanism of changing of reflected light with lip movement 

(a) when mouth is opened (b) when mouth is closed 

(a) Lip movement 
sensor part 

Infrared 
LED 

Sensor 

Infrared photo 
transistor 

(b) Side sensor  
(Mounted on a headset) 
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We also measured the dynamic range of the output signal from the previously de-
veloped front sensor and the new side sensor to compare the sensing performance. In 
this measurement, the side sensor is set to the position with 3.0 cm right and 1.5 cm 
below from the center of mouth and 1.0 cm far from the surface of cheek. The front 
sensor is set to the position with 1.5 cm below from the center of mouth and 1.0 cm 
far from the surface of cheek. 

The measured results of the dynamic range are shown in Table 1. The dynamic 
range of the side sensor increases 2.7 dB higher than that of front sensor. This result 
indicates the new side sensor can track the lip movement more clearly. 
 

Table 1. The measured results of the dynamic range 

 
Condition of 

the mouth 
Output voltage Dynamic range 

11mm opened 0.90 V 
Front sensor 

Closed 1.50 V 
4.4 dB 

11mm opened 0.55 V 
Side sensor 

Closed 1.25 V 
7.1 dB 

 

3.2   Details of the Interface Part and Extraction Process 

In order to feed lip movement information through computer, we use a conventional 
analog to digital converter (ADC). In that case, only 200Hz sampling rate is required 
for capturing lip movement, because the effective framerate of lip movement for spo-
ken word recognition does not exceed 100 times/sec. 

On the other hand, in developing the prototypical sensor, we designed a special in-
terface (I/F), which enables to connect the sensor to existent PDA or personal com-
puter (PC) via audio input port of sound card. If the sensor has this I/F, no special 
interface on PC or PDA is required. In this study, we used this interface for capturing 
the sensor signal into PC to make experiments of spoken word recognition. An ampli-
tude modulation of the sensor output enables to input via audio input port. For the 
application of multi-modal ASR, this sensor and a microphone mounted on a headset 
will become an excellent tool, because PC or PDA gets the sensor signal and audio 
speech signal via basic 2 channel audio input port simultaneously. 

The block diagram of I/F hardware and extraction process in PC is shown in Fig. 3. 
The sensor signal from the photo transistor is amplified, and the amplitude modulated 
sensor signal is made by multiplying 1 kHz sine wave and the sensor signal together. 
This modulated frequency determines the maximum transfer rate of lip movement. In 
this case, the maximum transfer rate is 1000fps because the modulated frequency is 1 
kHz. After the PC captured the modulated sensor signal via PC audio input, peak-
picking process on PC extracts the lip movement feature. The down sampling process 
for frame rate conversion can be done by a little bit of additional calculation, if an 
adaptation of the frame rate for ASR engine or multi-modal ASR engine is necessary. 
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Fig. 3. The block diagram of extraction process 

3.3   Example of the Sensor Signal 

Fig. 4 shows examples of sensor signals from the side sensor and the front sensor, 
when the speaker utters the Japanese word “Genzaichi”. The waveforms in upper part 
show audio signals. From Fig. 4 (a) and (b), it is found that the shapes of both sensor 
signals are similar. When the speaker utters the phoneme, mouth opens and the ampli-
tude of the sensor signal becomes smaller. In contrast, when the speaker closes 
mouth, the amplitude becomes bigger. This means that the signal of the sensor output 
highly correlates with the amplitude of speech signal. At the beginning of the se-
quence, the sensor output is low. The reason is that the speaker opens the mouth be-
fore utterance unconsciously. In contrast, at the end of the sequence, the sensor output 
is high because the speaker closes the mouth after utterance. 
 

 
Fig. 4. Measured signals from microphone and the side sensor are shown in (a) and those from 
the front sensor are shown in (b). (Utterance is a Japanese word “Genzaichi”). 

4   Spoken Word Recognition Only with the Lip Movement Signal 
Extracted by the Developed Side Sensor 

4.1   Experimental Condition 

To evaluate the effectiveness and performance of the lip movement information from 
the side sensor, we examined isolated word recognition of 50 words only with the lip 

(a) Side sensor (b) Front sensor 

Speech signal Speech signal 

Sensor signal Sensor signal 

Time Time 
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movement signal from the sensor. We developed the ASR engine for lip movement 
signal by hidden markov model (HMM). The experimental condition is shown in 
Table 2. For multi-modal test in future, we record the sensor output signal as right-
channel audio signal and speech signal as left-channel audio signal simultaneously. 
This multi-modal database consists of 7 speakers and 50 Japanese words for car navi-
gation system. Each speaker utters 50 words by 10 times. We used the first 8 times, 
i.e. 2800 utterances, for training of HMMs. The latter 2 times, i.e. 700 utterances, was 
used for recognition. 

Table 2. Experimental condition of the isolated word recognition of 50 words 

Multi-modal 
database 

Vocabulary: 50 words for car-navigation 
Utterances: 7 persons (3 Males, 4 Females), Each 10 
times (Total: 3500 utterances) 
Used sensor: Side sensor and Front sensor 

Sensor position 

Side sensor: 
3.0 cm right and 1.5 cm below from center of  mouth 
1.0 cm far from cheek 

Front sensor: 
1.5 cm below from center of  mouth 
1.0 cm far from cheek 

HMM 

4 states Left-to-Right, 33 phoneme models, HTK 
(HMM Tool Kit) 
Each 8 times of utterances for training HMMs (Total: 
2800 utterances) 
Each 2 times of utterances for recognition experiment 
(Total: 700 utterances) 

Lip movement 
feature vectors 

28 dimensional QMF filter output signal, 90 frame/sec 

 

Fig. 5. The 28 dimensional lip movement feature vector from QMF bank 
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In the experiment of speaker independent word recognition, the training of 50 word 
HMMs was done by the first 8 times utterances of all 7 speakers. The word recogni-
tion tests were done by the latter 2 times utterances of all 7 speakers. 

In the experiment of speaker dependent word recognition, we prepare 350 HMMs 
for 50 words and 7 speakers. Each HMM was trained by the first 8 times utterances of 
the speaker. The word recognition tests were done by the latter 2 times utterances of 
the each 7 speakers separately. 

Four-state Left-to-Right HMMs are adopted for each of the 33 Japanese phonemes. 
Each HMM model has 12 Gaussian mixtures for the side sensor and 9 mixtures for 
the front sensor. 

For the lip movement feature, we use the 28 dimensional feature vector. This is ob-
tained from the quadrature mirror filter (QMF) bank as shown in Fig. 5. 

4.2   Experimental Results 

The experimental results of speaker independent word recognition rate using only lip 
movement features from the side sensor or the front sensor are shown in Fig. 6. We 
achieved 85.3% word recognition rate by using the side sensor without audio speech 
information. It is extremely high recognition performance only with the lip move-
ment. This recognition performance is equivalent to that of the front sensor. 

The results of speaker dependent word recognition rate and its average are shown 
in Fig. 7. In the figure, the numbers show speaker ID and F/M shows gender. We 
achieved 87.6% word recognition rate in average by the side sensor. This recognition 
performance is also equivalent to that of the front sensor. The recognition rates of 
speaker ID 02, 04 and 07 between sensors are different. This is because that we did 
not record the sensor signals simultaneously. It is necessary to investigate further 
influence of sensor position to the recognition rate in future. 

The recognition rate of the side sensor ranges from 82% to 96%. On the contrary, 
the recognition rate of the front sensor ranges from 79% to 90%. These variances of 
the word recognition rates are caused because the lip movement is different even if 
the speakers utter the same word.  

 

 
Fig. 6. Comparison of the speaker independent word recognition rate between the lip move-
ment features from the side sensor and the front sensor 
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Fig. 7. Comparison of the speaker dependent word recognition rate between the lip movement 
features from the side sensor and the front sensor 

5   Conclusion 

In this study, we have developed a new infrared lip movement sensor for capturing 
from either side of a face. This sensor has advantages for sensing the lip movement 
from a side of face in low hardware cost, simple structure, small calculation, and 
connectivity. From these experimental results, it is found that we can achieve 85.3% 
speaker independent word recognition rate only with the lip movement signal from 
the side sensor. Also, the side sensor and the front sensor show similar word recogni-
tion rate. This experimental result promises the installation of the sensor into a mobile 
phone to realize multimodal word recognition. 
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Abstract. NIMITEK investigates basic principles of the processing of input 
(speech, mimics, direct modes), knowledge representation and decision making in 
dialogue situations between biological / human and technical cognitive systems. 
This is prototypical for the basic problem of modeling intelligent behavior in in-
teraction with a non-transparent and rapidly changing environment. NIMITEK 
provides a technical demonstrator to study these principles in a dedicated proto-
typical task, namely solving the game “Towers of Hanoi”. In this paper, we will 
describe the general approach NIMITEK takes to emotional man-machine interac-
tions, and we will present the principles of the demonstrator. 

1   NIMITEK – A Bio-Inspired Approach 

In NIMITEK, the results of both experimental and computational biological investiga-
tions are taken to model and construct man-machine interfaces. Consequently, the pro-
ject integrates relevant fields which contribute to that approach: 

− Knowledge representation, dialogue management and prosody in dialogues, 
− Situation dependent reinforcement learning, 
− Neurophysiological  mechanisms of stimuli classification, 
− fMRI imaging of brain areas in prosodic information processing, 
− Detection and recognition of emotion in mimics, 
− Automatic recognition of speech, prosody and emotion, 
− Systems integration, prototyping. 

 
In terms of methodology, experiments with animals (gerbils) and interaction with 
humans (fMRI, situation-dependent learning, Wizard-of-Oz experiments) motivate 
neurocomputational models [Hamid and Braun, 2007] which explain the basic princi-
ples of behavior in dialogue situations with prosodic speech and mimics. This gives 
ideas for Human Machine Interfaces (HMI). A technical system (demonstrator) en-
ables multimodal processing of input. By recognizing the emotional state of the user 
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from speech and mimics, and by identifying the focus of attention in the dialogue, the 
system dynamically adapts its dialogue strategy for supporting the user in order to be 
more efficient and more helpful, and to avoid frustration and termination of use. The 
interaction between the biological and the technical research within NIMITEK works 
both ways: basic principles of behavior from the biological research are cast into theo-
retical models which govern the dialogue management in the technical system. In the 
other direction, experiments with subjects using the demonstrator under fMRI surveil-
lance reveal neural activity within certain emotional states. Technical methodology is 
used to frame methods to explain the findings from human and animal experiments. 

NIMITEK aims at a number of long-range interdisciplinary goals: 

− Multimodal classification of acoustic and visual emotional data.  
− Emotion based control will not only be switched between scenarios, but will be 

able to learn scenarios and adapt to them. 
− Intentions and expectations will be classified from semantics and emotionality of 

the utterances. This will be used to control e.g. dialogue speed or restart. 
− System output (speech, other modes) will be emotional, i.e. uttering prosodic 

speech or displaying emotional pictures. 
− Dialogue control will anticipate intentions and expectations. Control will be con-

structed by motivation through biological / behavioral models. It will consult the 
dialogue history and accumulate meaningful past experiences.   

− The biological / behavioral models will emerge from experiments designed to ex-
plore the limits of biological learning. 
 

These goals are not formulated in abstract scientific space, but the degree of their 
completion is continuously tested in biological and human experiments, and in par-
ticular within the NIMITEK demonstrator, which will be shown at the workshop.  

2   Human Machine Interface 

In the NIMITEK modular technology (fig. 2), the left side shows the acquisition and 
recognition of the user’s facial expression which is done by a stereo camera. The right 
hand side shows the speech acquisition via microphone. From speech, obviously 
commands are recognized. But also, speech (in particular the prosody within speech) 
and mimics together serve as a multimodal emotion source. Emotions are then classi-
fied [Vlasenko et al., 2007] into one of the 7 basic emotion classes. Taking also into 
account the history of the previous system-user interaction, intentions are classified 
such as “co-operative”, “explorative” or “destructive”. The latter applies to users who 
wish to drive the system into dead ends, e.g. by deliberately mispronouncing words or 
giving contradictory commands. With the recognized commands and the emotional 
and intentional state, the task controller is driven which is displayed at the center of 
fig. 2. The effect of the commands are displayed as a new state of the demonstrator.  

We will here describe how the recognition and classification of emotion is realized 
on the basis of mimics [Niese et al., 2007]. The facial muscles and certain focal points  
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within the face (crosses in fig. 1) are the 
basis for human generation of mimics. 
Most effectively the classification of 
mimics from muscle activity is done 
through computation of the optical flow. 
From the flow regions, the emotion can 
be classified correctly into one if the 
seven basis emotions. As an example, in 
fig. 1 the classification of disgust is 
shown. As an outlook, research is under 
way to identify particular brain areas by 
decoupling the sources of several emo-
tions which are detected in the described 
fashion. This decoupling can be affected 
through standard methods like Independ-
ent Component Analysis and will reveal 
first biological insight into the combined 
generation of emotion from various areas 
of the brain. 
 
 
 

 
Fig. 2. Systematic overview of the technical modules involved in the demonstrator 

The NIMITEK demonstrator implements, as a dedicated prototypical task, support 
for users when interacting with a graphics systems, i.e. playing the game “Towers of 
Hanoi” and solving the challenge of this task. All interactions are by speech only, which 
adds additional emotionality to the game. In particular, the task in “Towers of Hanoi” 
(for those who do not know it) requires to “cross a threshold” in understanding, where 
after doing so the recursive nature of the game is understood. Naturally, this poses a  

Facial muscles
Flow regions 

Optical flow Classification  
      (disgust) 

Fig. 1. Emotion recognition from facial 
expression 
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barrier to the subject which elicits emotional man-machine interactions. As a scientifi-
cally novel feature it is further possible to provoke emotional states of the user, either to 
motivate him, or to have a pedagogical effect.  

The NIMITEK demonstrator dynamically adapts the dialogue strategy [Gnjatović 
and Rösner, 2008a] according to the current state of the interaction, based on five pri-
ors: the emotional state of the user, obtained from the emotion classification; the state 
of the task and the focus of attention, obtained from the task manager; the user’s 
command, obtained from the natural language understanding module; and the history 
of interactions, which has been stored. A dialogue strategy includes three decision 
making processes: When to provide support? What kind of support? How to provide 
support? Further, the natural language understanding module is able to process users’ 
commands that have different syntactical structure: elliptical, complex and context 
dependent commands. This research is essentially supported by the corpus of affected 
users behavior in human-machine interaction collected in a Wizard-of-Oz experiment 
[Gnjatović and Rösner, 2008b]. 

3   Conclusion 

We have shown that basic principles of the processing of input (speech, mimics, di-
rect modes), knowledge representation and decision making can be affected in dia-
logue situations between biological / human and technical cognitive systems through 
a technical demonstrator. Emotions play a central role in that approach and have been 
discussed separately. The research stimulation in this project works from technology 
to biology and vice versa. 
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Abstract. In this paper we study the feasibility for the deployment
of Distributed Speech Recognition (DSR) technology on today’s mobile
phones using publicly available tools and architectures. The existing stan-
dards for DSR front-ends are presented and discussed; arguments for the
choice of an appropriate standard for a deployment on the particular
platform are given. We point out hindrances and pitfalls during devel-
opment and deployment. Standard conform solutions for the two most
prominent development environments, Symbian C++ and Java Micro
Edition, are presented and evaluated on real end-user devices.

1 Introduction

The days are numbered where we used our mobile phones exclusively for tele-
phone conversation. Today we have access to thousands of different applications
and services for our mobile companions and their number is rapidly growing.
Although the devices have stopped getting smaller and smaller, we see ourselves
confronted with a limited user interface consisting of tiny keys and a miniature
display, which suffices for making phone calls, but which is unsuited to control
applications. The most promising answer to this challenge is the use of speech
recognition.

If we take a glance at modern mobile phones, we indeed discover basic speech
recognition functionality: most mobile devices on the market support voice con-
trol such as voice dialling or hands-free commands for Bluetooth headsets. In-
stead of searching names in the telephone book, the user can dictate the name
of a person he wants to call or, on some devices, use a voice command to launch
a certain phone function.

Although this technology points out new ways to improved user interfaces on
mobile phones, it still has several limitations:

– the number of recognizable words is very limited,
– the words have to be recorded by the user beforehand,
– the recognition system is speaker dependent.

Some recent devices spare the user the necessity to pre-record the commands and
feature speaker-independent, embedded speech recognition. This functionality,
however, is also restricted to a very limited quantity of words. With a growing
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number of entries in the phone book, the recognition rate suffers severely due
to built-in low-cost processors, limited storage and RAM. With this embedded
strategy applications such as SMS dictation or the use of natural language are
far out of reach in the next years. The most vividly discussed proposal to over-
come this challenge is the principle of Distributed Speech Recognition. In this
approach, the speech recognition process is separated into two parts: a front-end
on the client-side and a back-end on the server-side.

The front-end extracts characteristic features out of the speech signal, whereas
the back-end, making use of the language and acoustic models performs the
computationally costly recognition.
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Fig. 1. Architecture of a client-server DSR system

Figure 1 shows a system architecture for DSR. The client captures the speech
signal using a microphone and extracts features out of the signal. The features
are compressed in order to obtain low data rates and transmitted to the server.
At the server back-end, the features are decompressed and subject to the actual
recognition process.

2 Related Work

While there have been a number of studies on theory of DSR, little research
has been done on deploying of this technology to real mobile devices. Such
in [Burileanu and Popescu, 2004] authors proposed a modified version of the
widely-spread ETSI FE-standard for DSR, implemented as a hardware-based
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front-end solution for a Motorola Digital Signal Processor (DSP). A software-
based implementation of the ETSI AFE-standard for PDAs using Sphinx-4 as
speech recognizer in the back-end is presented in [Xu et al., 2005]. In this ap-
proach, the client has been deployed in ANSI C requiring Windows CE as oper-
ating system.

In contrast to these works, we are focusing on software-based solutions for
the less powerful devices, the mobile phones. In former work, we proposed a
DSR front-end for Java-enabled mobile phones [Zaykovskiy and Schmitt, 2007]
and came up with a fully Java-based architecture for speech-enabled information
services for mobile phones, using the example of a public transport information
system [Zaykovskiy et al., 2007].

3 ETSI Standards for DSR Front-Ends

As mentioned previously, the speech recognition process in DSR is distributed
between the client and the server. In order to enable a unified communication
between DSR clients and DSR servers certain standards are needed. Namely,
both parties have to assume the same procedure for feature extraction, the same
feature compression algorithm and the same format for the bit-stream.

Four standards specifying the above issues were developed under the auspices
of the European Telecommunications Standards Institute (ETSI), see Table 1.

Table 1. Overview of ETSI standards for DSR front-ends

Noise robustness
basic advanced

Speech no FE [ets, 2000] AFE [ets, 2002]
recon- ES 201 108 ES 202 050

struction yes xFE [ets, 2003b] xAFE [ets, 2003a]
possible ES 202 211 ES 202 212

The first standard for DSR, the front-end ES 201108 [ets, 2000], has been
published by ETSI in year 2000. This is a basic version of a front-end, let us
refer to it as FE. The standard specifies a feature extraction scheme based on
the widely used mel frequency cepstral coefficients (MFCC). It consists of the
following components (see Figure 2):

– an algorithm for creating mel-cepstrum coefficients,
– an algorithm for feature compression,
– a mechanism for error protection and bit-stream generation and
– an algorithm for decoding the bit-stream on the server-side.

In the cepstrum calculation module the speech signal in 8kHz 16 bit/sample
PCM format is sent frame by frame through the different processing steps. These
include the compensation of the constant level offset, the pre-emphasis of high
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frequency components, the calculation of the spectrum magnitude, the bank
of mel-scale filters, the logarithmic transform and finally the calculation of the
discrete cosine transform. Altogether for a single frame this results in a 14-
dimensional feature vector consisting of 13 cepstral coefficients and an energy
value of the frame.
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Fig. 2. Block scheme of the basic front-end (FE), ES 201 108

The front-end operates at a bit rate of 4800 bit/s. In order to obtain this bit-
rate the feature vectors are compressed. For the feature compression all ETSI
DSR standards use the split vector quantization (VQ) approach, which works
as follows. First, all the components of the 14-dimensional feature vector are
grouped in pairs. For each pair the closest entry from the predefined lookup
table (code-book) is determined by using weighted Euclidean distance. By this
all the pairs are replaced by the corresponding code-book indices. Later the
indices of 24 frames are combined together as 144 bytes multi-frame packages,
in order to reduce transmission overhead.

The FE front-end is known to perform inadequately under more demand-
ing background noise conditions such as subway or car environments. Thus, a
noise robust version of the front-end has been conformed in 2002. This version
is called Advanced Front-End (AFE) and was published as ETSI standard doc-
ument ES 202050 [ets, 2002]. On the connected digits recognition task the AFE
front-end provides a 53% reduction in error rates compared to the FE standard
[Macho et al., 2002].

Figure 3 shows a block diagram of the AFE front-end. As we can see, some ad-
ditional modules have been introduced in order to improve the recognition rates.
These are: Wiener filter based noise reduction, waveform processing improving
the overall SNR, and blind equalization for compensating the convolutional dis-
tortion. Additionally a voice activity detection block (VAD) has been introduced.
The core feature extraction module, the calculation of the cepstral coefficients,
remains the same as it was in the FE standard. The only difference in both
implementations, which we observed in practice, is that the Fourier transform
of the AFE cepstrum calculation also incorporates a certain high-pass filtering
[Zaykovskiy and Schmitt, 2007].

In 2003 both standards have been enriched to the extended versions ES 202211
(xFE) [ets, 2003b] and ES 202212 (xAFE)[ets, 2003a] allowing for the cost of
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Fig. 3. Block scheme of the advanced front-end (AFE), ES 202 050

additional 800 bit/s a reconstruction of the intelligible speech signal out of the
feature stream.

ETSI provides publicly available ANSI C implementations for all four stan-
dards. Moreover, for the xAFE front-end there is also a standardized C realiza-
tion TS126 243 [ets, 2004] using only fixed-point arithmetic (xAFE-FP).

4 Implementation Issues

Conforming to the ETSI standards, we present front-end implementations for the
by far most widest spread platforms for mobile phones: Java ME and Symbian.
We point out problems that occurred during development and show how to take
hurdles appearing in the deployment process.

4.1 Java Mobile Edition

Our first approach towards a speech recognition front-end for mobile phones
is based on ETSI’s ANSI C reference implementation of FE, and is imple-
mented in Java ME, formerly known as J2ME. Although Java, especially its
Micro Edition realization, is meant to be a slow language, we proved that Java-
based feature extraction on today’s mobile phones is possible within real-time
[Zaykovskiy and Schmitt, 2007]. Now what reasons argue for Java when it is con-
sidered as ’slow’? Most mobile phones are shipped with proprietary operating
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systems, enabling developers to provide only Java applications for such devices.
Consequently Java is the widest spread technology on today’s mobile phone mar-
ket and experiences a tremendous extension. Sun stated already in June 2005,
that more than 708 million Java-enabled handsets have been shipped, and thus
outnumbering Java installations on PCs. For deploying applications on consumer
mobile phones there is no other choice than Java. We had to go over several hin-
drances on our way to a Java front-end:

Missing functions. Since small devices are very limited in processor speed and
memory, the Java ME platform abandons several mechanisms and classes be-
ing part of the Java Standard Edition for desktop PCs. Neither generics are
supported, nor the sophisticated Collections framework or basic mathematical
functions like java.math.log() or java.math.pow(). The missing log- and pow-
function have to be programmed from scratch.

Mobile Media API. Virtually all mobile phones on the market support Java
multimedia functions, being implemented within the Java Mobile Media API
(MMAPI). The implementation of this API, however, differs from manufacturer
to manufacturer. Although the Java standard for the MMAPI demands a sup-
port for capturing uncompressed PCM-files from the devices microphone, not
all manufacturers ship their devices with this capability; e.g. SonyEricsson pro-
vides only capturing of compressed AMR-audio within Java, which is worthless
for reliable feature extraction. The MMAPI implementations of Nokia Series 60
devices turned out to be reliable.

Multithreading. For achieving low memory consumption on the heap, we propose
a front-end design being capable of running in single threading as well as in mul-
tithreading mode, i.e. that the feature extraction and the vector quantization
modules can either be launched sequentially or in parallel. The first alternative
requires more memory, since the extracted features have to be buffered before
the VQ is launched, which can be crucial regarding larger utterances. The mul-
tithreading version should be set-up as producer-consumer pattern. The feature
extraction thread creates features that the quantizer thread consumes by com-
pressing it. This results in slightly slower processing times compared to single
threading mode. Details will follow in Section 5. The advantage, however, is that
the length of the utterance can be disregarded, since the calculation is processed
on-the-fly and thus only a very small buffer has to be allocated.

Security. Capturing the user’s voice on a mobile phone is a security critical
operation. Thus, launching the capture process within Java causes the mobile
phone to prompt for authorization. The same is true for network access. By
signing the front-end before deployment with a certificate and by that, making
the program a “trusted” one, this behavior can be prevented. Signing allows
tracing back the author of potential malicious code. Such code signing certificates
can be obtained from Certificate Authorities such as Thawte, VeriSign etc.
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Fixed-point Arithmetic. Newer versions of Java ME (since CLDC 1.1) allow the
use of floating point numbers by offering the data type float. Floating-point
operations on phones lacking a Floating Point Unit (FPU), however, are com-
putationally extremely costly, since they are software-emulated thwarting out
each front-end implementation. Since most mobile phones are lacking an FPU,
we highly recommend deploying a front-end being based on fixed-point instead
of floating-point arithmetic. There, real numbers are simulated with other data
types like integer or char. The radix point is imaginary and separates the avail-
able bits of the data type into an integer and a fractional part.

Regarding the DSR front-ends, the entire algorithm has to be redesigned
in order to switch from the floating point arithmetic to the fixed-point one.
The ETSI AFE-standard comes with a fixed-point implementation that can be
converted with limited effort into a fixed-point based FE-standard.

4.2 Symbian C++

Being designed for the mass market, the mobile phone manufacturers equip their
consumer phones with proprietary operating systems. By contrast, the more
elaborated smartphones targeting on business clientele are mostly shipped with
Symbian OS, a more powerful and flexible operating system.

On this platform, we are enabled to develop not only in Java, but also in C++,
Python and Flash Lite. Since C++ programs can be considered as fastest ones
in this environment, we ported the noise-robust floating point AFE-standard to
Symbian C++. The existing ANSI C implementations from ETSI make a rapid,
straight-forward porting possible, so there are less hurdles to clear:

Different functions. Generally the ANSI C commands are the same under Sym-
bian C++. However, there are a few differences: e.g. memory operations are not
performed with alloc(), calloc() and free(), but with User::Alloc(), User::AllocZ()
and User::Free() respectively.

Security. Within Symbian, security issues are similarly treated as in Java.
Whereas Java asks the user to confirm a security critical operation when the ap-
plication is unsigned, Symbian C++ applications generally crash without warn-
ing. Consequently, signing the application with a code signing certificate before
deploying is a prerequisite for a successful execution of the front-end.

Multithreading. Although Symban C++ supports multithreading, its use is not
mandatory in the front-end task. Data generated by the feature-extraction part
can be stored temporarily on the device’s permanent storage before vector quan-
tization carries over with the compression. In contrast to Java, where the possi-
bility to access the storage medium depends on the manufacturer, every Symbian
phone provides direct disk access. In our implementation we do without multi-
threading and use the storage between both processes, which turned out to be
sufficiently fast.
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5 Practical Evaluation

Due to the integration on the lower system level, Symbian C++ offers a certain
gain in execution speed compared to Java ME. Hence it can cope with compu-
tationally more demanding tasks like noise reduction. That is why we can afford
the deployment of the AFE standard to Symbian platform. Contrary, the Java
ME applications are run within a virtual machine on a higher system level. Con-
sequently the only realistic standard for this platform is the basic FE front-end.

In the following we present the results of the experiments with real mobile
phones regarding the recognition accuracy and time efficiency.

In order to guarantee the correctness of the front-end implementations we
have conducted a number of tests recognizing English connected digits. With
“clean-condition” settings [Hirsch and Pearce, 2000] we have trained the Sphinx-
4 recognizer using the features computed by the original ETSI FE and AFE front-
ends. These two acoustic models have been used with the different front-ends to
recognize data with subway noise from test set A. The recognition accuracy is
shown in Figure 4.

Here, from the first two bars we can conclude that the Java ME floating point
implementation and the original ANSI C version of the FE front-end show as
good as identical accuracy over all the noise levels. The same holds true for the
Symbian C++ and ANSI C implementations of the AFE standard, cf. last two
bars. It means that rounding errors, which are especially significant in the case
of AFE, do not lead to a variation in performance. Also it is observable that
AFE is much more robust against background noise than the FE front-end.

The performance of our Java ME FE-FP front-end (third bar in Figure 4)
deserves some explanations. Since there is no standardized fixed-point imple-
mentation of the basic FE front-end, we had to use the cepstrum calculation
module of the advanced xAFE-FP standard to realize FE-FP. As it was men-
tioned, the Fourier transform of the AFE front-end incorporates a high-pass
filtering. This finally results in varied MFCCs in FE and our FE-FP implemen-
tations. The above difference in cepstral coefficients can be compensated by the
simple scaling of the cepstrum (similarly as it is done in the blind equaliza-
tion module [Mauuary, 1998]). The scaling factors were found by minimizing the
least mean square error computed as a difference between the original FE and
FE-FP cepstra, see [Zaykovskiy and Schmitt, 2007] for details. The high-pass fil-
tering together with the cepstral compensation constitute the computationally
inexpensive, yet efficient solution to the noise robustness problem.

The real-time efficiency (time needed for the processing of one second of
speech) for the Java ME platform is given in Table 2. It is noted that the use
of fixed-point arithmetic can provide a two to four times acceleration making
real-time feature extraction possible. It is also noted that the operation in multi-
threaded mode on average requires just 13% of additional time.

Table 3 shows the efficiency of the AFE front-end with and without quantiza-
tion. As we can see none of the tested devices was able to perform the advanced
feature extraction within real-time.
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Table 2. Real-time efficiency of feature extraction (FE only) and compression (FE+Q)
in Java ME. ST and MT stand for the single- and multi-threaded feature compression.

Name of Alg. FE FE+Q
device only ST MT

PDA Dell Float 1.0 1.4 1.5
Axim X51v Fixed 0.4 0.5 0.6

Nokia Float 1.3 1.8 2.0
E70, 6630 Fixed 0.7 0.9 1.4

Nokia Float 1.2 1.6 1.7
7370 Fixed 2.7 3.7 3.8

Siemens Float 3.1 4.4 5.0
CX65, CX75 Fixed 2.1 2.7 3.8

Nokia Float 1.3 1.8 2.1
7390 Fixed 1.6 2.2 2.3

Nokia Float 1.1 1.5 1.5
6136, 6280, 6234 Fixed 2.2 3.0 3.1

Sony-Ericsson Float 7.9 12.5 13.4
W810i Fixed 2.0 2.9 3.1

Table 3. Real-time efficiency for Symbian C++ implementation of the AFE front-end

Nokia N93 Nokia N71 Nokia E70

AFE 1.35 2.01 2.08

AFE+Q 1.48 2.22 2.28

Table 4. Detailed real-time efficiency of Symbian C++ AFE compared with Windows
CE implementation on H5550 HP iPAQ PDA [Xu et al., 2005]

Device NS WP CC BE VAD Total

Nokia E70 1.46 0.12 0.52 <0.01 <0.01 2.08

PDA [Xu et al., 2005] 2.9 0.14 0.95 <0.01 <0.01 3.98

The time required by the major components of AFE (noise suppression, wave-
form processing, cepstral calculation, blind equalization and VAD) is given in
Table 4. It is evident that the noise reduction accounts for nearly 75% of the
overall processing time. Comparing the time needed for cepstral processing alone
(0.52) and FE feature extraction (1.3) in Java ME on a Nokia E70 we observe
that the migration from Java ME to Symbian C++ brings a 2.5-fold acceler-
ation. Similarly, a two-fold gain is observed comparing the Symbian C++ and
Windows CE implementations, cf. Table 4.
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6 Conclusions

In this paper we presented guidelines for the successful deployment of DSR
front-ends on mobile phones using open platforms. We addressed both, con-
sumer mobile phones and smartphones by presenting the appropriate front-end
implementations based on the two most widely spread technologies: Java ME
and Symbian C++.

The results of the experiments carried out with real handhelds provide the
basis for the comparative analysis of a performance over different operating
systems, standards and devices.

As future work we consider the implementation and evaluation of the fixed-
point version of the AFE standard in Symbian C++.
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Abstract. In this paper we present a new approach to the problem of
isolated vowel recognition in real-time. Language learning and speech
therapy are examples of application areas that require real-time biofeed-
back of acoustic features. As the performance of known approaches
usually drops for child speakers, we evaluated different alternatives of
feature extraction and pattern recognition techniques, including PCA,
LDA, ANN and Bayesian classification. In addition, we studied the ex-
plicit inclusion of pitch as a main parameter in both simulation and the
real-time feature extraction process. Best results were obtained with our
dataset when MFCCs are mapped, using LDA, to a 4-dimensional sub-
space that is followed by Bayesian classification. An interactive game
was designed that implements the selected real-time vowel recognition
technique.

1 Introduction

Over the last years, major advances were made in the speech recognition area.
Although one may think that the isolated vowel recognition is a simple prob-
lem in this context, that assumption is far from true. The lack of contextual
information makes this a complex and still unsolved problem: only by correctly
identifying the unique characteristics of each sound it is possible to effectively
identify a vowel. Areas such as speech recognition and language learning urge for
solutions to this problem. The use of an automatic system, capable of correctly
identifying which vowel is uttered is a major advance in these fields, since that
allows to reinforce the natural feedback provided by the auditory system with
an objective visual feedback on a computer screen.

Children represent the target audience in this context. Some lack of motiva-
tion arising from traditional training methods also contributes to make them
the most eager audience to solutions that rely on new technologies. Interactive
computer games have shown a significant success in this area. In fact, the attrac-
tive visual feedback motivates children to train more often, and the immediate
observation of the effects of a correct production helps them to be aware of their
real improvement.

However, the real-time requirement brings extra difficulties to this task since
the allowed latency between input and output is very small (about 30 ms as

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 156–167, 2008.
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this is usually considered as the maximum acceptable delay in the lip sync
problem [Escobar and Partridge, 1994]) and must be commensurate with human
perception.

There are some applications that pursue this goal, examples are VATA (Vowel
Articulation Training Aid) [Zimmer, 2002], OLTK (Optical Logo-Therapy Kit)
[Hatzis, 1999], Jogos Fonoarticulatórios [de Lima Araújo, 2000]. They all have
limitations, and do not provide the desired robust method for real-time identifi-
cation of vowels.

The most traditional way of building a vowel recognizer relies on the esti-
mation of the first three formants using the short-time Fourier spectrum from
the speech signal. However, this technique provides solutions “very reliable and
robust for male speakers, but not for female or child speakers” ([Ferreira, 2005]).

VATA is one of the most remarkable efforts in developing an interactive ap-
plication controlled by the articulation of vowels. It presents not only 2D vowel
displays but also interactive games controlled by vowel sounds. Over the years,
several improvements have been made to this application (the last version is
dated of 2006). VATA uses DCTCs (Discrete Cosine Transform Coefficients)
which are mapped to 2D vowel areas using Artificial Neural Networks (ANNs).
These are based on a feedforward MLP (Multi-Layer Perceptron) with one hid-
den layer, and are trained using a backpropagation algorithm. Neural Networks
are mainly affected by the size of the training set and the number of nodes in the
hidden layer. In [Zimmer, 2002] results are presented regarding several experi-
ments using a 400-speakers database. This database is approximately equally
divided between adult men, adult women and children. In the first test stage,
datasets with only male speakers, only female speakers, and both male and
female speakers were used. The best classification rates obtained were slightly
above 90% for male speakers only, and slightly above 80% for both female speak-
ers and the mixed dataset. No similar test results (for training or testing sets
alone) regarding the child database alone are shown. However, the authors also
tested their methodology using all available samples for training the MLP. The
results obtained were 89.99% of recognition rate for male speakers, 87.33% for
female speakers, 83.33% for child speakers and 84.96% when combining all the
samples.

OLTK is an interactive tool designed to build a 2D visual display of vowels,
and thus allowing the visualization of the distance between the current utterance
and the intended one. In this approach 9 cepstral coefficients are obtained from
the input sounds, and then mapped to a 2D space by means of an ANN.

In our work, the purpose is to build a robust real-time vowel classifier for 5
of the 8 oral vowels in the European Portuguese: /a/, /e/, /i/, /o/, /u/. The
use of such a reduced set of vowels is related to the target audience of such an
application: the training of vowel production by young children(i.e., up to about
7 years old) must be simplified, in order to avoid an excessive complexity and
in order to avoid the child giving up the training. The classifier will later be
integrated in an interactive computer game, providing a training environment
for children.
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The remainder of this paper is structured as follows. Section 2 presents the
methodology used in the development of the classifier. A general pattern recog-
nition scheme was followed, and each one of its steps is detailed in this section. In
section 3, we present both the simulation and the real-time test results. Section
4 describes the real-time game that has been implemented, and in Section 5 we
present the main conclusions.

2 Methodology

The isolated vowel recognition problem can be seen as a specific pattern recogni-
tion problem: our aim is to identify a sound as one of the 5 selected vowels. The
basic process flow in pattern recognition is divided in two main steps: Feature
Analysis and Pattern Classification. The first step can be further divided in two
steps: Parameter Extraction and Feature Extraction.

2.1 Parameter Extraction

The purpose of the Parameter Extraction step is to obtain information from the
input data that is relevant to the classification process. In our context, the input
data consists of frames of PCM audio samples taken from a continuous sound
source. The representation of a sound signal can be made in many different ways.
For the particular problem of isolated vowel recognition, linear prediction (LP)
techniques are commonly used. However, these techniques perform satisfactory
when the fundamental frequency (F0) is significantly lower than the frequency of
the first formant. When that is not the case (namely in the case of women or child
speech), LP techniques fail [Blandon, 1982]; [Zahorian and Jagharghi, 1993]. As
child speech is the main target in our research and application scenario (inter-
active computer game), the use of such a traditional approach seems of little
use.

Mel-Frequency Cepstral Coefficients (MFCC) are widely used in the speech
recognition area. These coefficients represent an audio signal using the mel scale,
which approximates the response of the human auditory system regarding fre-
quency organization and intelligibility. Additionally, these are noise-robust fea-
tures. Those reasons led us to chose to use these coefficients in our work. However,
MFCC are known to discard some signal characteristics that are important in the
context of vowel recognition, namely, the pitch. Vowels have different intrinsic
pitches [Whalen and Levitt, 1995], so this is also a discriminatory characteristic
that was added to our parameter vector.

2.2 Feature Extraction and Dimensionality Reduction

The second step in the Feature Analysis procedure is the Feature Extraction.
The Feature Extraction has the purpose of seeking, among the different param-
eters obtained from the input signal, distinctive features that allow a reliable
classification of each input sound. Ideally, it discards the input parameters that
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bring no additional distinctive information to the problem. This step also reduces
the dimensionality of the input set of parameters, by making combinations of
several parameters. For practical reasons, it is impossible to find an ideal feature
extractor, and some kind of compromise has to be reached: we will definitively
lose some information, but the new features should be capable of identifying
each isolated sound as belonging to a certain class. The feature extraction step
has also the advantage of allowing a significant dimensionality reduction, as it
does the mapping of the data to a lower dimensional space, in which each one
of the dimensions is perceptually relevant and thus actively responsible for im-
proving the separation between the different classes. This should be seen as an
advantage, as it reduces the size of the vector that the classifier will have to pro-
cess to obtain a result (which is good for real-time operation). There are many
dimensionality reduction techniques: the most traditional are the linear ones -
Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA).
There are also many non-linear techniques that can be more effective than the
former, namely for highly non-linear data [van der Maaten, 2007]. Additionally,
linear techniques are very interesting as they allow simple calculations, which
facilitates real-time operation.

PCA (or Karhunen-Loève Transform). With this technique the lower di-
mensional representation of the data is obtained by maximizing the resulting
variance of the data.

Given n samples of a multidimensional data vector X = [x1, . . . ,xn], one can
define the scatter matrix S (see Equation 1).

S =
n∑

k=1

(xk − m)(xk − m)t (1)

In Equation 1, xk represents each of the samples, and m the mean of all the
samples.

It can be proven [Duda et al., 2001] that the direction where the dispersion is
higher (and hence the squared-error is minimized) is the one given by the eigen-
vector corresponding to the higher eigenvalue of the scatter matrix. Generalizing
this result, a mapping in a subspace with k dimensions is achieved by making a
linear transformation using the k eigenvectors matching the k higher eigenvalues
of the scatter matrix, which are hence called principal components.

LDA (or Fisher Mapping). The former mapping (PCA) gives rise to com-
ponents that are useful for data representation, but has no concerns in whether
these components are suitable for discriminating the different classes.

The LDA approach tries to project the data in directions such that the differ-
ent classes are well-separated. To achieve this goal, one can maximize the Fisher’s
criterion (Jw, see Equation 4), that basically states that the between-class scat-
ter (SB, see Equation 3) should be maximized as the within-class scatter (Sw,
see Equation 2) is minimized [Duda et al., 2001].
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Sw =
c∑

i=1

∑
x∈wi

(x − mi)(x − mi)t (2)

SB =
c∑

i=1

ni(mi − m)(mi − m)t (3)

Jw =
TtSBT
TtSwT

(4)

In these equations, c represents the number of classes, wi represents class i, x
represents each sample, mi is the mean of the samples belonging to class i, ni

is the number of samples belonging to class i, m is the total mean vector and T
is the transformation matrix.

The second approach (LDA) has the advantage of using the training data
labels to improve the quality of the mapping (i.e., it is a supervised technique).
This is definitively an improvement over the first technique (PCA), but also
requires the training set to be a good representation of the total data.

Among all the common non-linear techniques, the most used is the artificial
neural network (ANN). This is a very powerful technique that is commonly used
in the area of sound identification. One of the reasons of this popularity is the
fact that a 3-layer (input layer, hidden layer and output layer) neural network
can theoretically approximate any function [Duda et al., 2001]. In an ANN, ev-
ery node generates an output by making combinations of its inputs. To each
input, a different scaling factor and a different bias are applied. These weights
and mappings are obtained from the training process of the network. However,
this is in fact a non-linear technique, where much of the behavior escapes from
human control and understanding - it works like a black box. Additionally, the
linear techniques are much easier to apply to a real-time framework, as they
simply require matrix multiplication operations. Nevertheless, solutions using
ANNs were evaluated during our research. Table 1 shows the error rates ob-
tained by applying bayesian classifiers to the data resulting of the 2-dimensional
mapping of 12 MFCCs. First, four mapping techniques were used to achieve the
2-dimensional mapping, namely ANNs, PCA and LDA. Secondly, two bayesian
classifiers were trained to perform the classification task: LDC (linear discrim-
inant classifier) and QDC (quadratic discriminant classifier). The results show
that no significant differences exist between the error rates obtained by mappings
using ANNs and linear techniques. On the other hand, the use of ANNs results in
a significant increase in the complexity of the real-time implementation. There-
fore, the approach using ANNs was not pursued. Furthermore, previous works in
this area [Wang and Paliwal, 2003] show no relevant improvements in the vowel
recognition task when using more complex (and hence less capable of being used
in real-time operation) mappings, including SVM (Support Vector Machines).
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Table 1. Comparison of the error rates for several extraction techniques (ANN, PCA
and LDA) and several pattern recognition techniques (LDC and QDC)

ANN PCA LDA
LDC 9.83% 9.21% 10.44%
QDC 9.47% 10.50% 10.33%

2.3 Pattern Classification

Once the feature extraction step is completed, the classification of the resulting
patterns is the final step in our classifier design.

Bayesian Classifiers are one of the most simple kind of classifiers. The Bayesian
Decision Theory is a statistical approach to the pattern recognition problem
[Duda et al., 2001]. These classifiers are based on the computation of the poste-
rior probabilities, for each class. According to the Bayes formula (Equation 5),
the posterior probabilities can be calculated from the prior probabilities and the
class conditional probabilities [Duda et al., 2001].

P (wj |x) =
p(x|wj)P (wj)

p(x)
(5)

In this equation, wj represents class j and x represents the current sample.
P (wj |x) represents the conditional probability that the class is wj given that
the object is x, P (wj) is the probability of the occurrence of class wj and p(x)
the probability of occurrence of sample x. In order to achieve a decision, one
has to decide to which class a certain sample belongs. Defining discriminant
functions (gi(x)) as the posterior probabilities P (wi|x), it is straightforward
that for minimizing the average probability of error we should choose the class
based on the following rule (wi denotes class i):

x ∈ wi ⇒ gi(x) > gj(x) ∀j �= i. (6)

Developing a classifier basically consists in defining the set of discriminant
functions. According to the assumptions made, different discriminant functions
may be devised. In this work, two functions were considered. Thus, two different
bayesian classifiers were used.

Linear discriminant classifier: Assumes that the covariance of each class is
equal.

gi(x) = − 1
2σ2 [xtx − 2mt

ix + mt
imi] + lnP (wi) (7)

where σ is the standard deviation and mi is the mean of class i.

Quadratic discriminant classifier: Assumes that the covariance matrixes
are different for each category. The surfaces delimiting each class space are
hyperquadrics [Duda et al., 2001].

gi(x) = xtWix + wt
ix + wi0 (8)
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where

Wi = −1
2
Σ−1

i (9)

wi = Σ−1
i mi (10)

wi0 = −1
2
mt

iΣ
−1
i mi − 1

2
ln |Σi| + lnP (wi) (11)

Σ = E[(x − m)(x − m)t] (12)

In these equations, Σi represents the covariance of class i, defined in Equation
12, E[] denotes the expected value, and mi is the mean of class i.

In our particular problem, we can assume that the prior probabilities are
equal for the 5 classes (i.e., there is equal probability in uttering each one of the
vowels). As for the class conditional probabilities, we have to use the estimation
obtained from the training set. It is thus extremely important that the training
set correctly characterizes the global data. Once the computation of the pa-
rameters (based on the training dataset) is completed, the classification is done
simply by calculating the value of the discriminating functions and selecting the
class corresponding to the higher value.

3 Results

Several approaches were tested using the basic methodology described. As men-
tioned above, for simplicity reasons and real-time constraints, we focused on the
use of bayesian classifiers, and linear mappings.

First, the training and test sets were defined. The database used in this work
consists of 220 files, each one having a duration of 400ms, sampled at a frequency
of 32000 Hz. Each file corresponds to a vowel utterance by a specific speaker.
A total of 44 speakers (27 children, 11 female and 6 male) contributed to this
database [Ferreira, 2007]. The utterances were obtained in a quiet environment,
using a simple laptop with an electret microphone with good frequency response
between 50 and 8000 Hz. The sampling frequency was set to 32000 Hz. For
our dataset, we used each one of the frames obtained in each file as a different
sample (hence using a total of 5060 samples). When dividing the training and
test datasets, however, we were careful in order to avoid that samples belonging
to the same speaker were present in the two datasets. The training dataset has a
total of 70% of the total samples, consisting of the parameters obtained for each
one of the frames of 19 child speakers, 8 female speakers and 4 male speakers.
The remaining samples were used in the test dataset.

For each sample, the chosen parameters (MFCC and pitch) were calculated.
Also, other sets of parameters extracted from the input data were tested, namely
combinations using Linear Prediction Coefficients. However, the results achieved
using these parameters were much worse than the ones obtained using MFCCs
and pitch, and therefore are not presented in the current paper.
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Fig. 1. Classifier developed

Our general classifier is represented in Fig. 1. This classifier was selected af-
ter testing different alternatives. We tested four different combinations of map-
pings/features, as described next.

The choice of using 4 mapped features was not random: for LDA, this is in
fact the maximum number of dimensions allowed (corresponding to c− 1, where
c is the number of classes - 5). Experiments further reducing the number of di-
mensions tend to yield worse results. As for PCA, experiments using different
numbers of mapping dimensions have shown that there are no effective benefits
in keeping more than 4 dimensions. In fact, although keeping more than 4 di-
mensions might result in a slightly smaller error rate, the corresponding increase
in complexity of the problem is not justifiable.

Scenario 1: From the 16 MFCC coefficients existing in the parameter vector,
we used LDA to achieve a mapping to a 4-dimensional subspace. To these
4 features we added the pitch. These 5 features were used by the bayesian
classifiers to identify the current vowel.

Scenario 2: From the 16 MFCC coefficients existing in the parameter vector,
we used LDA to achieve a mapping to a 4-dimensional subspace. These 4
features were used by the bayesian classifiers to identify the current vowel.

Scenario 3: From the 16 MFCC coefficients existing in the parameter vector,
we used PCA to achieve a mapping to a 4-dimensional subspace. To these
4 features we added the pitch. These 5 features were used by the bayesian
classifiers to identify the current vowel.

Scenario 4: From the 16 MFCC coefficients existing in the parameter vector,
we used PCA to achieve a mapping to a 4-dimensional subspace. These 4
features were used by the bayesian classifiers to identify the current vowel.

3.1 Simulation Results

The four approaches described previously were primarily evaluated using Mat-
lab. In this environment, we created the parameter vectors corresponding to the
several samples (a total of 5060 samples were used, randomly separated in train-
ing and testing sets - 3645 were used for training , 1495 for test). Next, both
the mappings and the classifiers were trained and tested. A cross-validation ap-
proach was used to obtain the results, by repeating this process 50 times. Table
2 presents the recognition rates obtained for the several approaches (correspond-
ing to the average value of the 50 trials), for the linear and quadratic classifiers,
respectively. It is visible the advantage of including pitch as a feature in the
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dataset, particularly for the quadratic classifier: the scenarios using this feature
in addition to the MFCC-derived features yield better results. Also, and as ex-
pected, the results obtained with the quadratic classifier were superior, as this
allows the definition of more complex discriminating functions. The overall re-
sults show an increase in the recognition rate when comparing to the reported
85% of positively biased results (with no separation between training and testing
data) obtained by the VATA system [Zahorian et al., 2002].

Table 2. Comparison of recognition rates obtained

Method Scenario 1 Scenario 2 Scenario 3 Scenario 4

LDC 94.59% 93.40% 92.92% 92.11%

QDC 96.01% 93.75% 95.97% 95.67%

3.2 Real-Time Results

The next step consisted in observing the real-time behavior of the developed
classifier. With that purpose in mind, a C++ code implementing the linear
mapping together with the bayesian classifiers was created. This code produces
results on a frame-by-frame basis, using only the information contained in a
very small segment of sound (about 16 ms long). This approach is necessary to
obtain “immediate” results, i.e. the visual display changes must be seen by the
user as a direct consequence of his/her change on the articulatory positions. Our
informal and preliminary results are based on series of 6 tests for each approach,
with one female speaker not included in the training dataset. In each test, the 5
vowels were uttered in sequence. The results were saved in a .txt file, and later
the middle samples (corresponding to a sustained vowel utterance) were selected
to calculate the statistics. The recognition rates obtained are presented in Table
3.These results must be seen as a simple indication of the real-time behavior of
the system. Nearly 3000 samples were obtained from each test: a total of 12000
samples were considered for calculating the statistics for the LDC classifier, and
11890 for the QDC classifier.

3.3 Comparison of Results

In Table 3, the results obtained in the several tests are presented.
The results show that, contrarily to the simulation results, the behavior when

using pitch as a feature is worse. In fact, Scenario 2 is the approach showing bet-
ter results in real-time. Possible reasons for this fact may be estimation errors of
the real-time algorithm when detecting pitch. Additionally, it should be noted
that these results were obtained only for one speaker, and thus they are merely
indications of the performance of our classifier. Although in some scenarios some
degradation was observed between the real-time results and the simulation re-
sults, its extent is rather small. This is in fact a fairly good indication concerning
the reliability of the linear mapping methods.
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Table 3. Comparison of recognition rates obtained

Method Scenario 1 Scenario 2 Scenario 3 Scenario 4

LDC Real-Time 93.93 % 96.43 % 89.37 % 92.30 %

LDC Simulation 94.59 % 93.40 % 92.92 % 92.11 %

QDC Real-Time 91.33 % 97.08 % 92.87 % 91.04 %

QDC Simulation 96.01 % 93.75 % 95.97 % 95.67 %

4 Real-Time Interactive Game

Interactive computer games are tools that have proven success in child moti-
vation and training. As this is the main purpose of our work concerning visual
feedback in vowel recognition, a simple car race game, completely controlled by
the utterance of 5 different vowels, was developed in OpenGL.

In Figure 2, a screenshot of the game is shown. The child can hence train the
vowel production as he/she plays an attractive game. The purpose of the game
is to complete the circuit in the shortest amount of time.

Each of the 5 vowels match to one of controls: the continuous utterance of
vowel /a/ results in the progressive increase of the car speed until a maximum
speed is achieved. Vowel /i/ is responsible for slowing down the car till full stop.

Fig. 2. Screenshot of the developed Application
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Vowel /u/ allows driving the car in reverse gear, increasing the “negative” speed.
However, if the car speed at this point is positive, the car will first decrease the
speed until zero, and then acceleration in reverse gear starts. Vowels /o/ and /e/
allow to change the direction of the car movement (uttering /o/ makes the car
turn left and /e/ makes it turn right) without changing the speed. To help the
user understand the control, three auxiliary elements were added to the visual
display: a graphical representation of each command (showing the effect of each
utterance, as well as the currently identified vowel), a small representation of
the entire circuit where the current position of the car is emphasized, and also
a representation of the current car speed.

Abrupt changes in the uttered vowel may result in misclassification, but that
problem is easily smoothed out with the introduction of a simple filtering step,
that provides an output only if the results of the discriminant function corre-
sponding to the identified class are significantly higher and thus more confident
than the results obtained by the other discriminant functions.

The test results have shown that, after a few trials by a user, the game is
easily controlled using only vowels, although some problems were identified in
distinguish vowels /a/ and /o/. This problem is not unexpected, as these two
vowels have very similar spectral envelopes. Also, some tests were made with
speakers from different genders, and some weaknesses were revealed when male
speakers tested the game. However, that is mainly due to the lack of sufficient
representatives of this genre in the training set: as the purpose of this game is
to serve children, we used mainly child speakers in the training database, as
supported in [Ferreira, 2007].

5 Conclusions

In this paper, we present a new approach to the vowel classification problem.
Following the general flow of a pattern recognition problem, several approaches
were tested in real-time operation. It was shown that the use of simple linear
mapping methods, together with bayesian classifiers allows the development of a
satisfactory classifier. Also, the method developed is capable of being applied to
other sets of characteristics extracted from the speech signal. Although MFCC
are the most used state-of-the art features representing a speech signal, they also
have many weaknesses. Hence, the application of the same method to alternative
but more robust and representative features should yield better results.

A real-time interactive game has been designed and implemented that allows
full control by means of the utterance of 5 isolated vowels. Although preliminary
test results are encouraging concerning the playability and usefulness of the
game, more tests are required to validate and improve user acceptance.
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Abstract. A method to improve the robustness of the Jacobian adaptation (JA) is 
proposed. Although it is a usual idea that the reference hidden Markov model 
(HMM) in the JA is constructed by using the model composition methods like the 
parallel model combination (PMC), we propose to train the reference HMM 
directly with the noisy speech and then select the appropriate reference HMM 
based on the noise types and signal to noise ratio (SNR) values obtained from the 
input noisy speech. For the estimation of Jacobian matrices and other statistical 
information for the JA, a data driven method is employed during the training.  

1   Introduction 

In the model parameter compensation approaches based on the hidden Markov model 
(HMM), the HMM parameters are updated using the statistics of the noise signal in 
the testing speech (see [Gales, 1995], [Moreno, 1996], [Martin, 1992] and [Sagayama, 
Yamaguchi and Takahashi, 1997]). The Jacobian adaptation (JA) is known to be very 
useful when we have HMMs which have been trained in a similar condition as the 
target environment [Sagayama, Yamaguchi and Takahashi, 1997]. The trained 
(reference) HMM parameters can be easily adapted to the testing speech by using the 
Jacobian matrices. In the training session of JA, the reference HMM is usually 
constructed by the model combination methods like the PMC [Gales, 1995] or NOVO 
[Martin, 1992]. Those model composition approaches make it easy to associate the 
Jacobian matrix for each mixture component of the continuous density HMM with the 
mean vector of the clean speech HMM. However, it is well known that the composite 
HMM will not perform better than the HMM which has been trained directly with the 
noisy speech in the target environment. We think that the use of the composite HMM 
makes it difficult to for the JA method to outperform the PMC/NOVO despite its 
merit in the computational complexity. In a previous study, we found that the data-
driven approach for the HMM parameter compensation was quite effective for the 
noisy speech recognition [Chung, 2005]. Motivated by the success, a data-driven JA 
method is proposed in this paper. In the method, the reference HMM is trained 
directly with the noisy speech. But, as this will make the relation between the 
Jacobian matrices and the clean speech HMM parameters obscure, the Jacobian 
matrices as well as other statistical information for the adaptation are estimated during 
the training along with the HMM parameters by using the Baum-Welch algorithm 
[Rabiner and Juang, 1993].  



 Improving Robustness in Jacobian Adaptation for Noisy Speech Recognition 169 

 

We also suggest to use the proposed adaptation algorithm in a multi-model 
structure using multiple reference HMM sets corresponding to the various Signal-to-
Noise ratio (SNR) values and the noise types. By using the multiple reference HMM 
sets in recognition, the approximation errors occurring in the JA can be significantly 
reduced compared with the single reference HMM set, thus improving the recognition 
performance. In the next section, we explain in detail the improved JA method. And 
in section3, the multi-model speech recognition system combined with the model 
adaptation method is introduced. In section 4, the experimental results are explained 
and finally the conclusion is given in section 5.    

2   Data-Driven Jacobian Adaptation  

2.1   Data-Driven Jacobian Adaptation (D-JA) 

In general, the noise-corrupted speech vector y  in the cepstral domain is characterized 

by the following nonlinear equation. 
 

)}]exp(){exp([log 11 nCxCCy −− +=        (1) 

x  and n  represents the clean speech and noise vector in the cepstral domain. C  is 
the matrix representing the discrete cosine transformation (DCT). 

In an HMM-based speech recognition, the HMM parameters are usually estimated 
by the Baum-Welch algorithm. For example, in the continuous density HMM, the re-
estimation formula for the mean vector in the state j and mixture component k is as 

follows. 
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Here, ),( kjtγ  is the probability of being in state j  at time t  with the k -th mixture 

component accounting for the cepstral feature vector tx .  

When the noisy speech ty is affected by the small changes in the cepstral noise 

vector tn , it can be expressed using the Jacobian matrix as follows. 
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Based on Eq. (2) and (3), the mean vector of the noisy speech ty~  can be written as 

follows. 



170 Y. Jung 

 

∑

∑

=

=

−
∂
∂+

= T

t
t

T

t
tt

t

t
tt

t

kj

kj

E

1

1

),(

))~((),(

)~(
γ

γ nn
n
y

y
y                     (4) 

If we make the assumption that the difference )~( tt nnn −≡Δ  in the noise vectors 

can be substituted for its mean value (i.e., independent of the time), the above 
equation can be rewritten as follows. 
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yμ is the mean vector of the reference HMM and Jμ is the estimated Jacobian 

matrix. nΔ  is obtained by finding the difference between the mean values of the 

reference noise and observed noise in the testing speech. After estimating yμ and 

Jμ during the training, the adapted mean vector yμ~  in Eq. (6) is calculated in 

recognition using the noise mean difference nΔ . The distinctive feature of the 

proposed method is that Jacobian matrix Jμ  is estimated during the training along 

with the mean vector yμ  of the reference HMM. In a similar approach, the 

covariance matrix can be adapted by substituting Eq. (3) into the following equation. 
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We can see from Eq. (7) that some statistical information in addition the Jacobian 
matrix need to be estimated for the covariance matrix adaptation and they are 
estimated directly with the noisy speech rather than derived analytically by assuming 
some statistical approximations as in the conventional JA [Sagayama, Yamaguchi and 
Takahashi, 1997].  

The delta-cepstrum feature vector is calculated as follows. 

∑
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If we substitute Eq. (3) into (8), we obtain the formula for the delta-cepstrum mean 
vector adaptation as follows. 
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should be estimated during the training. 

2.2   Multi-model Speech Recognition System 

In the multi-model speech recognition system, multiple reference HMMs for the 
assumed various noise environments are constructed during training and the reference 
HMM which is most appropriate for the testing noisy speech is selected for 
recognition. To select the reference HMM, we need to estimate the SNR values of the 
testing noisy speech and classify its noise types. In Fig. 1, we show the architecture of 
the multi-model speech recognition system. The parameters of the selected reference 
HMM will be compensated by using the D-JA in the recognition process.  
 

Extraction of 
noise signal

Estimation   
of SNR and 
noise type

Training Phase

Training of reference HMMs
for each noise type and SNR

Adaptation of
reference HMM  
based on D-JA

Compensated 
reference     
HMM

Selected 
reference HMM

Training
noisy speech

Reference 
HMM sets 

Testing noisy 
speech

 
 

Fig. 1. The architecture of the multi-model speech recognition system 
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3   Experiments and Results 

In this section, the performance of the proposed method of compensating the HMM 
parameters is evaluated on speaker-independent isolated word noisy speech 
recognition. The vocabulary consists of 75 phoneme-balanced Korean words and the 
basic recognition unit is the set of 32 phoneme-like units that are modeled by the left-
to-right continuous density HMM. Utterances from 80 speakers are used in these 
experiments and each speaker uttered the 75 words once. A jack knife approach is 
used in the recognition experiment. We divided the speakers into 4 sets with 20 
speakers in each set. Each set is successively used as the test set and the remaining 
three as the training sets. This has the effect of increasing the number of testing 
speakers to 80(4x20).  

The noisy speech was obtained by adding the car, babble, exhibition and subway 
noise to the clean speech at various signal-to-noise ratios (SNRs). The noise signal 
was taken from the noise files contained in the AURORA 2 database. 13-th order mel-
frequency cepstral coefficients (MFCC) and their time derivatives (delta-MFCC) are 
used as the feature vectors. 

Table 1. Performance comparison in word recognition rates(%) of the proposed method (D-JA) 
with the conventional model compensation methods 

 0dB 5dB 10dB 20dB 30dB Clean 
Baseline 10.8 28.1 54.2 90.1 96.3 98.6 

Re-training 78.9 89.4 93.8 97.0 98.0 98.6 
MCT 65.0 83.9 91.3 95.3 96.3 97.4 
PMC 61.3 77.2 86.9 94.9 97.4 98.4 

JA 63.2 78.3 87.1 95.1 97.3 98.4 
D-JA 78.7 89.3 93.9 97.0 98.0 98.6 

 
In Table 1, we show the recognition rates of the proposed method, namely the data-

driven Jacobian adaptation (D-JA) in comparison with the baseline recognizer, re-
training method, MCT(multi-condition training) and the conventional model 
compensation methods like the PMC and JA. Both the SNR and noise type of the 
testing speech are assumed to be known for the re-training and D-JA method. The 
results shown are the averaged recognition rates for the respective recognition 
experiments on the 4 kinds of noisy speech data (car/babble/exhibition/subway).  

In the baseline recognizer, the HMM parameters are trained using only clean 
speech signal. As shown in the table, the recognition performance of the baseline 
recognizer with no compensation dropped severely at 10dB or below. In the re-
training method, as we assume the same noise types and SNR values during the 
training and testing, the recognition performance is shown to be superior to other 
model compensation methods such as the PMC and JA. The MCT method was first 
introduced as a training method using the Aurora DB in which the training database 
was arranged considering all 4 noise types (car/babble/exhibition/subway) and wide 
range of SNR values (clean, 5~20dB). Although the MCT method has a merit that the 
HMM parameter can take into account the various possible acoustical environments, 
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it may smooth too much the HMM parameters so that its performance is usually 
inferior to the re-training method as shown in the table. 

The D-JA method has shown superior performance compared with the 
conventional model compensation methods because the D-JA uses the re-trained 
HMM as the reference HMM. So, overall, the re-trained method and the D-JA method 
both are shown to perform better than other methods in Table 1 if the SNR and the 
noise type of the testing speech are known beforehand. 

Table 2. Performance comparison in word recognition rates(%) of the proposed method (D-JA) 
with the case of without adaptation in the multi-model structure when only the noise type is 
known beforehand 

             SNR 
Number 
of reference HMMs 

 
0dB 

 
5dB 

 
10dB 

 
20dB 

 
30dB 

1 77.6 89.5 94.1 97.0 97.2 
2 79.5 89.9 93.9 97.1 97.8 
3 78.9 88.6 93.8 97.1 97.8 
5 79.2 89.2 93.7 97.1 98.0 

 
 

D-JA 

7 79.2 89.2 93.7 97.1 98.0 
1 55.1 84.6 93.6 96.6 95.4 
2 72.0 88.9 93.8 96.9 97.3 
3 79.0 86.7 93.4 96.9 97.3 
5 79.4 88.8 93.4 96.8 97.8 

 
 
Without 
adaptation 

7 79.4 88.8 93.5 96.9 97.9 

 
In Table 1, we only used 1 reference HMM set as the SNR and noise type of the 

testing speech are assumed to be known in advance. However, the SNR of the testing 
speech in real environment is not usually known exactly. To overcome this problem, 
we used the D-JA method in the multi-model speech recognition system in Fig. 1 and 
investigated its performance as the number of reference HMM sets changes assuming 
that we do not know the SNR of the testing speech beforehand. Totally, 7 reference 
HMM sets corresponding to the SNR values (0, 5, 10, 15, 20, 25, 30 dB) are 
employed in the multi-model speech recognition system and they are obtained by 
using the re-training method. The recognition results are shown in Table 2 where the 
number of the reference HMM sets used is shown. From the results in Table 2, we can 
see that there is not much difference in performance when we use more than 2 
reference HMM sets. We can see that the recognition results are not very sensitive to 
the number of reference HMM sets. To see if this insensitiveness comes from the 
adaptation effects, we also show the results when we do not adapt the reference 
HMMs. Without adaptation, the performance becomes a little deteriorated when the 
number of reference HMM sets is less than 3. However, with more than 3 reference 
HMM sets, we do not see any performance degradation even without adaptation. 
From these results, we could see that the HMM parameters are basically more or less 
robust to the variation of SNR values of the noisy speech.  
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In Table 2, we assumed that the type of noise signal is known in advance. However, 
in real environments, the noise type of the testing speech is also not usually given. So 
we employed a noise classifier based on the GMM (Gaussian mixture model). We 
trained the GMM for each type of noise signal and classified the noise signal in the 
testing speech into one of the 4 noise types considered in this paper. The performance of 
the GMM-based classifier was very high with average classification accuracy about 
99.5%. Due to the high accuracy of the noise classifier, we could obtain similar results 
even if we do not assume the noise type as in Table 2.   

Table 3. Performance comparison in word recognition rates(%) of the proposed method (D-JA) 
with the case of without adaptation in the multi-model structure when the testing speech 
contains an unknown type of noise signal not seen during training (STREET noise)  

             SNR 
Number 
of reference HMMs 

 
0dB 

 
5dB 

 
10dB 

 
20dB 

 
30dB 

1 80.6 90.5 94.7 96.7 95.4 
2 82.7 91.0 94.2 96.8 97.2 
3 84.1 90.8 93.7 96.8 97.2 
5 84.6 91.0 94.1 96.8 97.8 

 
 

D-JA 

7 84.6 90.9 94.3 97.0 97.9 
1 62.6 82.7 91.2 95.2 93.2 
2 72.5 86.9 92.4 96.3 96.5 
3 77.3 86.9 91.9 96.3 96.5 
5 77.9 87.6 92.0 96.3 97.3 

 
 
Without 
adaptation 

7 77.9 87.8 92.1 96.4 97.6 

 
In Table 3, the performance of the multi-model speech recognition is shown when 

the testing input speech contains an unknown type of noise signal which is not seen 
during the training. The unknown type of noise used in this experiment is the 
STREET noise signal in the Aurora 2 DB. The recognition rates when the reference 
HMM parameters are adapted by the D-JA are shown in comparison with when no 
adaptation is applied. In contrast with the results in Table 2, the performance of  
the recognizer with the D-JA is much better than without adaptation. This implies that 
the D-JA method is very efficient in compensating the HMM parameters even when 
the characteristic of the noise signal in the testing speech is different from the noise 
signal in the training.  

4   Conclusion 

In this paper, we used a data-driven Jacobian adaptation method in the multi-model 
speech recognition system and showed that performance of the multi-model structure 
is quite superior to other model compensation methods.  

Although the multi-model structure is basically more robust compared with using 
just a single reference HMM set, the recognition rate could be significantly improved 
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with less reference HMM sets by employing the D-JA. The D-JA method could 
overcome quite well the differences in the SNR values and the noise types between 
the training and testing speech with only a few reference HMM sets for each noise 
type in the multi-model speech recognition system.  
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Abstract. In automatic speech recognition, a common method to decor-
relate features and to reduce feature space dimensionality is Linear Dis-
criminant Analysis (LDA). In this paper, the performance of LDA has
been compared with other linear feature space transformation schemes,
as many alternative methods have been suggested and lead to higher
recognition accuracy in some cases. Different approaches such as MLLT,
HLDA, SHLDA, PCA, and combined schemes were implemented and
compared. Experiments show that all methods lead to similar results.

In addition, recent research has shown that the LDA algorithm is
unreliable if the input features of LDA are strongly correlated. In this
paper a stable solution to the correlated feature problem, consisting of
a concatenation scheme with PCA and LDA, is proposed and verified.
Finally, several transformation algorithms are evaluated on uncorrelated
and strongly correlated features.

1 Introduction

The human preference for spoken language communication has increased the
interest of many research groups over the years in developing Spoken Language
Systems (SLS). An SLS consists of at least one of the following subsystems
[Huang et al., 2001]: Speech recognition system, Text-to-speech system and Spo-
ken language understanding system. In order to improve the performance of a
SLS, it is necessary to build a robust speech recognition system which best maps
the input speech signal into the words that the user has probably said. However,
in the task of speech recognition, there are different factors in the speech signal
that are difficult or impossible to control such as the variability in the acous-
tic environment, due to the presence of noise in diverse scenarios, and some
other variabilities dependent on the user, such as dialect, gender and rate among
others.

One branch of speech recognition research is seeking new types of features
that more efficiently represent the relevant information of a speech signal than
the commonly used Mel Frequency Cepstral Coefficients (MFCC). But having
been the standard feature type for quite some time already speech recognition

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 176–187, 2008.
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with MFCCs has become highly optimized. In order to achieve improvements
over baseline systems one approach to overcome this limitation is to combine a
new feature set with MFCCs into a larger feature vector and to apply a feature
space transformation like LDA to reduce this combination to a hopefully superior
feature vector of standard dimensionality.

Recent research [Schlüter et al., 2006] has cast doubts on the reliability of
LDA when handling correlated features. An assumption about LDA is that recog-
nition accuracy should at worst stay the same if new features are added to the
LDA input vector, because LDA dismisses all information irrelevant for discrim-
ination. But a decrease in recognition accuracy was reported when MFCCs were
combined with strongly correlated features in a system that employs LDA for
feature space transformation.

The scope of this paper is therefore:

– To verify the results in [Schlüter et al., 2006], to show that the problems of
LDA lie in the algorithm, not just in its implementation, and to explain the
reason for these instabilities.

– To propose a solution yielding a stable and reliable feature space transfor-
mation given correlated input features.

– To compare the performance of LDA to other feature space transformation
methods such as MLLT, HLDA, SHLDA, PCA, and concateneated schemes.

This paper is divided as follows: Section 2 explains briefly all schemes that have
been implemeted, Section 3 describes the experiments and results and finally,
conclusions and a proposal for future work are given in Section 4.

2 Linear Feature Space Transformations

A feature space transformation performs a mapping of the parameters from an
original feature space Rn, to a transformed feature space Rp, aiming to retain all
information relevant and required for discrimination. A common choise is p < n,
so that the feature transformation performs a dimensionality reduction.

2.1 Maximum Likelihood Linear Transform (MLLT)

A common problem in Automatic Speech Recognition is modeling correlation,
which in the case of HMM/GMM system results to determining the covariance
matrices; since these are symmetric, the number of parameters to be stored per
matrix is n(n+1)

2 . In practice, diagonal covariance matrices are widely used for
reducing complexity, since the number of parameters to be stored per matrix is
reduced to n, and the complexity for computing the covariance matrix inverse
and the determinant decrease significantly.

MLLT aims to find a feature space transformation where a diagonal modeling
is suitable in the transformed space [Gopinath, 1998]. MLLT can be seen as a
model-space transfomation since it is acting on the model parameters, rather
than implementing a dimensionality reduction [Gales, 1999a].
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In maximum-likelihood (ML) modeling, the idea is to find that parame-
ter set {μ̌j} and {Σ̌j} which maximizes the likelihood of the training data
p(xN

1 , {μ̌j}, {Σ̌j}) [Gopinath, 1998], where N is the number of observation vec-
tors of the training data. In this way, the likelihood that the estimated means
and covariances are close to their true value, is maximized [Alphonso, 2001].

By expressing the likelihood of the training data as a function of the matrix
transform A and the parameters in the transformed feature space {μj} and {Σj}
i.e.,

p(xN
1 , {μ̌j}, {Σ̌j}) = f(A,xN

1 , {μj}, {Σj}) (1)

the likelihood function can be maximized with respect to its parameters, accord-
ing to the ML criteria, hence finding the transform A.

MLLT is also known as Semi-tied Covariance matrices [Sima and Gales, 2004]
(STC) and it is commonly defined with multiple transform matrices, where each
class or cluster consisting of a set of classes, has its own matrix transform.

2.2 HLDA

Heteroscedastic Linear Discriminant Analysis (HLDA) is a linear transforma-
tion trying to reduce the dimension of the original feature space while retaining
a maximum amount of class discrimination information in the transformed fea-
ture space [Kumar, 1997, Demuynck et al., 1999]. In [Gopinath, 1998] it is shown
that HLDA is a derivation of MLLT with the constraint of dimensionality reduc-
tion and only one matrix transform. This derivation can be observed in Figure 1
with the mapping of two classes. Under Gaussian modeling, these two classes
are represented by ellipses, where each ellipse corresponds to the contour-line of
a full covariance Gaussian.

MLLT projects an original feature space to a transformed feature space where
a diagonal modeling is well suited. Hence, MLLT can be considered as a trans-
formation scheme aiming to decorrelate the features. In addition to the decorre-
lation process, HLDA aims to remove the so-called nuisance dimensions, which
do not carry information for discriminating between the classes, achieving a di-
mensionality reduction. At the same time, HLDA retains the useful dimensions
which contain class discriminant information.

2.3 LDA

HLDA assumes that each class can be adequately modeled with a single multi-
dimensional Gaussian. For this reason, a covariance matrix for each class has to
be estimated. This fact can be a drawback in the case of limited training data
where it may be difficult to obtain robuts covariance estimates for those classes
with a reduced number of feature vectors.

A solution to this problem may be the the use of a constrained scheme of
HLDA, Linear Discriminant Analysis (LDA). Here it is assumed that the covari-
ance matrices of all classes are the same, as shown at the bottom of Figure 1.
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Fig. 1. Linear transformations derived from ML criteria

A ML solution for finding the LDA matrix transform can be obtained by
first estimating the between covariance matrix B and the within covariance
matrix W. The matrix transform is obtained by taking the top p right eigen-
vectors of W−1B associated with the largest eigenvalues [Fukagana, 1972]. For
obtaining the HLDA matrix transform, an efficient iterative algorithm given in
[Gales, 1999b] has been utilized. The same algorithm was used for implementing
MLLT under the condition that this scheme does not implement a dimensionality
reduction.

2.4 SHLDA

By assuming all class covariance matrices to be the same in LDA transformation,
the covariance matrices are more robustly estimated since for estimating a single
class covariance matrix, all training data is available. But these assumptions can
be far away from the real model and LDA can be wrongly selected, particularly in
those application where the class distributions are heretoscedastic. In this case,
HLDA would be more suitable but it has the disadvantage of poor estimates
when there is a lack of training data.

For taking advantage of both LDA and HLDA schemes, a new method was
proposed in [Burget, 2004a] called Smoothed HLDA (SHLDA). This method
combines HLDA and LDA, where class covariance matrices are estimated more
robustly, and at the same time, the major difference between covariance matri-
ces of different classes is preserved. SHLDA consists of estimating the within
covariance matrix Σ̂j of class j as an average of the global within covariance
matrix W and the within covariance matrix Σ̌j of class j:

Σ̂j = αΣ̌j + (1 − α)W (2)

where α is a weight factor in the range of 0 to 1. For α = 0 SHLDA reduces to
the standard LDA while α = 1 yields HLDA.
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2.5 PCA

Principal Component Analysis (PCA) is an orthogonal linear transform that
transforms the input data to a new coordinate system such that the greatest
variance by any projection of the data comes to lie on the first P coordinates,
where P denotes the output dimension of the transform. The matrix transform
can be calculated by estimating the global covariance matrix of the data set,
denoted by T, followed by finding the eigenvectors associated with the largest
eigenvalues. These eigenvectors compound the matrix transform.

3 Experiments and Results

We performed a set of experiments which can be divided in two parts: The first
part, described in Section 3.2 verifies the results reported in [Schlüter et al., 2006]
regarding the robustness of LDA when either uncorrelated or strongly correlated
features are the input to the LDA. The second part compares the performance
of the LDA with other feature space transformation schemes. In addition, the
robustness of all schemes towards feature correlation is examined. The results of
these experiments are reported in Section 3.3.

3.1 Experimental Setup

All experiments were conducted on the AURORA2 database. The Aurora task
consists of connected digit strings (from TIdigits), spoken by American English
talkers [Pearce and Hirsch, 2000]. Acoustic models were trained on the clean
data only. The three predefined test sets were combined into one large test set.

The input to the linear feature space transformations are 9 consecutive obser-
vation vectors concatenated into multi-feature vectors. The tested multi-feature
vectors are shown in Table 1.

The output of the feature space transformation always was fixed to a 25-
dimensional vector.

The Aurora2 model set consists of 10 digits, each modeled by a 10-state HMM,
plus one single state silence model. Hence, there are a total of 111 states; each

Table 1. Multi-feature vectors utilized

Multi-feature vector Dim. Base features

Baseline 99 11 MFCC (energy + C1 .. C10)

A 198 11 MFCC + 11 random features

B 396 11 MFCC + 33 random features

C 198 11 MFCC + 11 repeated MFCC
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digit state has on average 9000 samples and the silence state approximately
60000 samples.

Acoustic model training was carried out using HarmanBecker proprietary
software.

3.2 Robustness of LDA

The robustness of LDA is examined by adding either irrelevant, uncorrelated fea-
tures (random values) or highly correlated, relevant features (repeated fetures)
to the base feature vector. To rule out that increasing the feature vector length
alone impairs LDA performance, we experimented by adding 11 (setup A) and
33 (setup B) random components, respectively.

The random features were generated with MATLAB, using the rand routing
(method twister).

As can be seen in Table 2, it could be verified that the addition of random
features does not affect the performance of the system, which is in agreement
with [Schlüter et al., 2006].

Table 2. Robustness of LDA towards random features

Multi-feature vector Accuracy [%]

Baseline 98.89

A 98.89

B 98.91

The robustness of LDA, when strongly correlated features are added to the in-
put feature vector, is tested in setup C. We observed instabilities in the algorithm
when processing strongly correlated features. In contrast to [Schlüter et al., 2006]
the LDA matrix could not even be computed. In the following, a rationale for this
outcome will be set forth and a solution for the case of strong correlation will be
presented.

As explained in Section 2.3, the LDA matrix transform can be obtained by first
estimating the within covariance matrix W and the between covariance matrix B
and subsequently solving the eigenvalue problem of W−1B. Evidently, W needs
to fulfill the properties of an invertible matrix. In fact, all covariance matrices,
such as Σ̌j , W, B and T, possess these characteristics.

Figure 2 illustrates a n-dimensional multi-feature vector next to its covariance
matrix. Let us assume that one dimension generates a row vector in the covariance
matrix, as depicted in Figure 2a. If there is a repeated dimension in the feature
vector, the same row vector will be obtained, as shown in Figure 2b. Since the co-
variance matrix is symmetric it unfolds as depicted in Figure 2c . We can observe
that the matrix is singular, as it has linearly dependent columns. This is in accor-
dance with theory which states that the eigenvalue problem W−1B can not be
solved if W−1 contains linearly dependent columns or rows.
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(a) Evaluating any dimension (b) Evaluating a repeated dimension

(c) Symmetric condition

Fig. 2. Characteristics of the within covariance matrix W with repeated features

In similar experiments Schlüter [Schlüter et al., 2006] computed a matrix trans-
form but found it to be instable.

We propose a solution to this problem by processing the input data by PCA
transform prior to applying the LDA. This concatenation scheme is common prac-
tice in e.g. face recognition where the within covariance matrix is reported to be
always singular or near singular [Belhumeur et al., 1997]. PCA has the desirable
property that all covariance matrices become invertible in the image space. Once
the within covariance matrix can be inverted, LDA transformation can be used
without any problem.

In our experiments we used a variant of the PCA, referred to as PCA stabiliza-
tion (PCAs) [Burget, 2004b], in which the criterion for choosing the final
dimension is based on the eigenvalues of the PCA transform matrix T. The di-
mensionality d of the transformed feature space is given by:

d = argmink

{∑k
i=1 |λi|∑n
i=1 |λi|

> 1 − ε

100

}
(3)

where n is the dimensionality of the original feature space and λi are the eigenval-
ues sorted in decreasing order. In all cases we set ε = 0.5 (ref. [Burget, 2004b]).

Figure 3 outlines the dimensionality reduction of this concatenation scheme
with the multi-feature vectors for the Baseline and setup C. The numbers repre-
sent the dimensionality of the respective feature spaces. In the baseline the PCAs
removes 43 dimensions leaving a 56-dimensional transformed feature space. In the
case of the strongly correlated features PCAs removes 142 dimensions consisting
of the 43 previous dimensions and the 99 repeated dimensions again leaving a 56-
dimensional space. It will be shown that these two 56-dimensional transformed
feature spaces are equivalent. In fact, these two experiments have exactly the same
results, given in the first row of Table 2.

In general, a feature space transformation with dimensionality reduction can be
seperated into two steps: first, mapping a n-dimensional space to a n-dimensional
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(a) Baseline multi-feature vector

(b) Multi-feature vector for setup C

Fig. 3. Dimensionality reduction with the PCAs+LDA scheme

(transformed) space and second, retaining only the first dimensions in the trans-
formed space while discarding the rest. Hence, in order to show where the insta-
bilities emerge the following analysis does not take into consideration the latter
step [Vásquez, 2007].

For the case of the baseline, 99 different, non-zero eigenvalues were obtained
by solving the eigenvalue problem for T. The 99 eigenvectors, corresponding to
the 99 eigenvalues arranged in decreasing order, span a 99-dimensional feature
space. This transformed feature space in linear algebra is termed the image of the
linear map. Furthermore, the dimensionality of the image is equal to the rank of
the matrix transform. Since in this case the dimensionality of the original feature
space equals the dimensionality of the image the transform matrix is defined to be
full-rank. Under the constraint that PCAs does not implement a dimensionality
reduction, the projected W will have 99 dimensions in the transformed feature
space. This projection is illustrated in Figure 4a.

For strongly correlated features, the eigenvalue problem is solved for T which
now has 198 dimensions. The global covariance matrix has 99 repeated rows and
columns as it was illustrated in Figure 2. By solving the eigenvalue problem, 99
zero and 99 non-zero eigenvalues are obtained. The 99 eigenvectors, corresponding
to the 99 non-zero eigenvalues arranged in decreasing order, span a 99-dimensional
feature space, i.e. the image of the linear map. As it was mentioned above, the
dimensionality of the image equals the rank of the matrix transform. Since in this
case, the rank of the matrix transform is less than the dimensionality of the original
space, the matrix transform is defined to be rank-deficient.

Furthermore, the 99 non-zero eigenvalues are exactly the same as the 99 eigen-
values obtained in the baseline, but scaled by a factor of 2. This way the first 99
dimensions in the transformed feature space have essentially the same parameters
in both experiments, the baseline and the strongly correlated features setups.
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(a) Baseline multi-feature vector

(b) Setup C multi-feature vector

Fig. 4. PCA feature space transformation without dimensionality reduction

The 99 eigenvectors corresponding to the 99 zero eigenvalues span a 99-dimen-
sional null-space, also known as the kernel of the linear map. Therefore, the blank
space representing the last 99 dimensions of the transformed space represents the
projected W in the null-space, as it is illustrated in Figure 4b.

Under the criteria given by Equation 3, 56 dimensions were choosen for the
transformed feature space. For the case of strongly correlated features, the projec-
tion of W through PCAs is still singular in a 198-dimensional transformed feature
space, but through the dimensionality reduction and hence removing its projec-
tion into the null-space W become invertible. Therefore, applying the LDA on the
56-dimensional original feature space both experiments yield the same results.

It is important to mention that under a linear mapping scaling the parameters
in the original feature space is equivalent to scaling the transform matrix. Hence,
the abovementioned factor of two in all parameters before the LDA does not in-
fluence the performance of the transform.

3.3 Comparing the Performance of LDA with Other Transformantion
Schemes

In this section, the performance of LDA is compared to other linear feature space
transformation schemes, utilizing the multi-feature vectors given in Table 1.
Table 3 shows the word accuracies on the clean test data averaged over the AU-
RORA2 test sets a, b and c. The HMM models were trained on the clean data
setup.
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Table 3. Average accuracy [%] for Baseline, A, B and C multi-feature vectors. Note
that setup C can not be computed without applying the PCA.

Setup BL A B C

LDA 98.89 98.89 98.91 -

PCA 98.80 98.80 98.80 98.80

PCAs+LDA 98.91 98.92 98.90 98.91

LDA+MLLT 98.89 98.89 98.89 -

PCAs+SHLDA(α = 1) 98.87 98.86 98.87 98.87

PCAs+SHLDA(α = 0.75) 98.93 98.90 98.89 98.93

PCAs+SHLDA(α = 0.5) 98.88 98.88 98.88 98.88

PCAs+SHLDA(α = 0.25) 98.89 98.89 98.87 98.89

PCAs+SHLDA(α = 0) 98.88 98.89 98.87 98.88

Fig. 5. Average accuracy over all test sets A, B and C of Aurora2 clean training

The results for the Baseline indicate that all of the feature transformation
schemes show roughly the same performance. Figure 5 proves that this holds for
most of the SNRs in the Aurora test set. Thus, it can be concluded that replacing
LDA by another linear transformation does not significantly affect performance.

For setups A and B in Table 1, it can be observed that none of the schemes was
affected by adding random features. All schemes were also tested with strongly
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correlated features. In fact, the same results were obtained with the Baseline and
setup C. The reasons for this were exposed in Section 3.2. For the schemes LDA
and LDA+MLLT no matrix transform could be computed and thus no results
were obtained.

4 Summary, Conclusions and Future Work

In this paper, the results of the experiments given in [Schlüter et al., 2006] were
verified, and a stable solution to the correlated feature problem was proposed and
verified.

We propose an stable approach towards correlation: Instead of looking for a
more general algorithm which can handle singular matrices and calculate the LDA
matrix transform an additional feature space transformation is applied before
LDA. The resulting feature space transformation consists of a concatenated
scheme between PCA and LDA. PCA is selected as a preprocessing state of LDA,
since it yields stable solutions even in the cases where singular matrices are in-
volved. This concatenated scheme works perfectly well under the extreme corre-
lation problem of adding repeated features to the input feature vector. In addition,
it is also verified that the performance of LDA is not affected when concatenating
with PCA feature transformation.

Different approaches such as MLLT, HLDA, SHLDA, PCA and concatenated
schemes were implemented but no considerable improvement was achieved com-
pared to LDA alone. The experiments performed in this work were based on the
AURORA2 setup, a standard but small vocabulary speech recognition task. A
suggestion for future work is to test these linear transformations on a large vo-
cabulary speech recognition task, to verify if any of the techniques implemented
in this work are more fruitful if abundant data is available for training. Future re-
search could extend the comparison to non-linear feature transformation schemes
as well.

As in this paper the feature space transformation stability problem has been
solved, examinations can now be conducted to increase recognition rates by com-
bining different types of features.
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Abstract. We present EmoVoice, a framework for emotional speech
corpus and classifier creation and for offline as well as real-time on-
line speech emotion recognition. The framework is intended to be used
by non-experts and therefore comes with an interface to create an own
personal or application specific emotion recogniser. Furthermore, we de-
scribe some applications and prototypes that already use our framework
to track online emotional user states from voice information.

1 Introduction

Research on the automatic recognition of emotions in speech has emerged in the
last decade and has since then shifted from purely acted to more natural emo-
tions. So far, most of this research has been concerned with the offline analysis
of available or specifically created speech corpora. However, most applications
that could make use of affective information would require an online analysis of
the user’s emotional state. Therefore, the consideration of real-time constraints
is also important for emotion recognition. Of course, recognition rates must be
expected to be lower than for offline analysis, and tasks should be limited to
very few emotional states. In this paper, we present EmoVoice, our framework
to building an emotion classifier and to recognising emotions online.

Among possible application scenarios for online speech emotion recognition
are call center conversations, by e. g. providing call center employees with infor-
mation regarding the emotions their voice might portray, or by automatically
switching from computer to human operators if a caller exhibits high arousal in
his voice, an indication for a problem [Burkhardt et al., 2005b]. Further exam-
ples of application scenarios include computer-enhanced learning [Ai et al., 2006]
or emotionally aware in-car systems [Schuller et al., 2007a].

As already mentioned, so far only few approaches to online emotion recogni-
tion exist. One example is the Jerk-O-Meter that monitors attention (activity
and stress) in a phone conversation, based on speech feature analysis, and gives
the user feedback allowing her to change her manners if deemed appropriate
[Madan, 2005]. Jones and colleagues have explored online emotion detection in
games [Jones and Deeming, 2007] and for giving feedback in human-robot in-
teraction [Jones and Sutherland, 2007]. Our own applications will be presented
later in Sect. 4.
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The rest of this paper is organised as follows: first, in Sect. 2, we give an
overview of the modules of EmoVoice, and explain the individual components of
the recognition process in detail. Section 3 explains our data acquisition method,
while Sect. 4 describes applications and prototypes that already make use of our
framework. Finally, we draw some conclusions and indicate our future steps.

2 Components of EmoVoice

The major steps in speech emotion recognition are audio segmentation, which
means finding appropriate acoustic segments as emotion classification units, fea-
ture extraction to find those characteristics of the acoustic signal that best de-
scribe emotions and to represent each segmented acoustic unit as a (series of)
feature vector(s), and lastly the actual classification of the feature vectors into
emotional states.

EmoVoice, our framework for emotion recognition from speech (see Fig. 1),
consists of two modules, one for the offline creation and analysis of an emotional
speech corpus, and one for the online tracking of affect in voice while someone
is talking. The first module is a set of tools for audio segmentation, feature
extraction, feature selection and classification of an emotional speech corpus,
and a graphical user interface to easily record and segment speech files, extract
features and create a classifier. This classifier can then be used for the second
module, the online emotion recognition. Here, classification results are obtained
continuously during talking, there is no ”push-to-talk”.

Primarily, the online emotion recognition just outputs the recognised emotions
name, so just provides the functionality of emotion recognition. However, it can
easily be plugged into other applications visualising or making use of the affective
information which is the topic of Sect. 4.

Now we will describe how audio segmentation, feature extraction and classi-
fication are addressed in EmoVoice, both in offline and online recognition.

2.1 Audio Segmentation

The first step in online emotion recognition is to segment the incoming speech
signal into meaningful units that can serve as classification units. Commonly,
these are linguistically motivated units such as words or utterances. Though the
decision on which kind of unit to take is evidently important, it has not received
much attention in past research on emotion recognition. Most approaches so far
have dealt with the offline classification of utterances of acted emotions where
the choice of unit is obviously just this utterance, a well-defined linguistic unit
with no change of emotion within in this case.

However, in spontaneous speech this kind of obvious unit does not exist. Nei-
ther is the segmentation into utterances straight-forward nor can a constant
emotion be expected over an utterance. On the other hand, a good unit should
be long enough so that features can reliably be calculated by means of statisti-
cal functions. Words are often too short for this. Therefore, a suitable unit for
spontaneous speech can e. g. be found at the phrase level.
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Fig. 1. Overview of the two modules of EmoVoice: The graphical user interface allows
for convenient speech corpus and classifier creation. The online recognition module can
be plugged into other applications and continuously tracks the emotional state of the
user as expressed in his/her voice.

The task is further constrained when dealing with online recognition, as for a
word/utterance/phrase segmentation, an automatic speech recogniser (ASR) is
required. Though the often faulty ASR output does not necessarily degrade the
performance of the emotion recogniser [Schuller et al., 2007b], it is at least time-
consuming. For this reason, we use voice activity detection to segment by pauses
into signal chunks of voice activity without pauses longer than 200 ms within.
This method is very fast and comes close to a segmentation into phrases though
it does not make use of any linguistic knowledge. Still, no change of emotion can
be expected to occur within such a chunk. The algorithm used comes from the
Esmeralda environment for speech recognition [Fink, 1999].

For spontaneous speech, voice activity detection yields a very favorable seg-
mentation. When reading speakers usually do not make long enough pauses, even
between text sections that differ in terms of content, and emotions. However, in
EmoVoice, there is also the option to set a maximum interval for the output
of a classification result if no pause has occurred before. For this interval, 2–3
seconds turned out to be a suitable duration.
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2.2 Feature Extraction

The goal of the feature extraction is to find those properties of the acoustic signal
that best characterise emotions. Common features for speech emotion recogni-
tion are based on short-term acoustic observations like pitch or signal energy.
Since the specific values of these measures are usually not too expressive per
se, but rather their change over time, the modeling of the temporal behavior
is crucial to the success of the task. Basically, there are two approaches to do
this, which depend on the type of classifier that is used. Learning algorithms
like HMMs model temporal changes by considering sequences of feature vectors,
looking especially at the transitions between the vectors. Thus, a classification
unit consists of a series of feature vectors obtaining one label by the classifier.
Standard classifiers, however, assign one label to each feature vector. As a re-
sult, time needs to be encoded in the features themselves, usually by (optional)
transformations of the basic values and applying (statistical) functions like mean
calculation, that map a series of values onto a single value. The latter approach
is the one followed here.

Since an optimal feature set for speech emotion recognition is not yet es-
tablished, we calculate, starting from basic acoustic observations, a multitude
of statistical values for each measure. This is similar to our earlier work on
feature extraction in [Vogt and André, 2005, Vogt and André, 2006]. Of course,
because of online processing, we use only fully automatically in real-time ex-
tractable features which is opposed to most other approaches to speech emotion
recognition that rely to some extent on manually annotated information. Our
basic observations are logarithmised pitch, signal energy, Mel-frequency cepstral
coefficients (MFCCs; 12 coefficients), the short-term frequency spectrum, and
the harmonics-to-noise ratio (HNR). The resulting series of values are trans-
formed to different views, and for each of the resulting series mean, maximum,
minimum, range, variance, median, first quartile, third quartile and interquartile
range are derived (based on [Oudeyer, 2003]). These values constitute the actual
features used. The transformations into different views comprise the following:

– logarithmised pitch: the series of the local maxima, local minima, the differ-
ence, slope, distance between local extrema, the first and second derivation,
and of course the basic series;

– energy: the basic series and the series of the local maxima, local minima, the
difference, slope, distance between local extrema, first and second derivation
as well as the series of their local maxima and local minima;

– MFCCs: the basic, local maxima, local minima for basic, first and second
derivation for each of 12 coefficients alone;

– frequency spectrum: the series of the center of gravity, the distance between
the 10 and 90 % frequency quantile, the slope between the strongest and the
weakest frequency, the linear regression;

– HNR: only the basic series.

Additionally, four duration related features are used: segment length in sec-
onds, pause as the proportion of unvoiced frames in a segment obtained from
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pitch calculation and as the number of voiceless frames in a segment obtained
from voice activity detection and the zero-crossings rate. Duration, or speaking
rate, is also encoded in the distance between local energy extrema. For pitch,
also the positions of the global maximum and minimum in the segment, and the
number of local maxima and minima as well as the number of falling resp. rising
pitch frames are added as features. For energy, additional features include the
position of the global maximum and the number of local maxima. Furthermore,
we use jitter, shimmer and the number of glottal pulses of the analysed speech
features as voice quality features in addition to HNR.

Our pitch and voice quality calculation are based on the Praat phonetics soft-
ware [Boersma and Weenink, 2007], energy and MFCC calculation come from
the Esmeralda speech recognition environment [Fink, 1999].

Overall, we thus have a feature vector containing 1302 features. Of course, this
is a large number of features for fast classification, and it is very likely that some
of the features in the set are redundant. We optionally employ a correlation-
based feature subset selection [Hall, 1998] from the data-mining software Weka
[Witten and Frank, 2005] to reduce our feature set to only uncorrelated features
with respect to a specific training audio corpus. This usually means a reduction
to 50–200 features, which is a tractable number of features for the classification
algorithms.

2.3 Classification

Currently, two classification algorithms are integrated in EmoVoice: a näıve
Bayes (NB) classifier and a support vector machine (SVM) classifier (from the
LibSVM library [Chang and Lin, 2001]). The NB classifier is very fast, even for
high-dimensional feature vectors, and therefore especially suitable for real-time
processing. However, it yields slightly lower classification rates than the SVM
classifier which is a very common algorithm used in offline emotion recognition.
In combination with feature selection and thereby a reduction of the number of
features to less than 100, SVM is also feasible in real-time.

3 A Training Procedure for Non-experts

Statistical classifiers, as used in EmoVoice, give better results when they are
specifically trained on the situation they will be used in. Therefore, in order
to facilitate the process of building an own emotion recognition system also for
non-experts, we have developed an interface for recording an emotional speech
corpus and training a correspondent classifier. The idea of this is also that a
normal user could create his/her own speaker dependent recognition system
whose accuracy can be expected to be considerably higher than that of a general
recognition system. The method used for emotion elicitation is oriented at the
Velten mood induction technique [Velten, 1968] as used in [Wilting et al., 2006]
where subjects have to read out loud a set of emotional sentences that should
set them into the desired emotional state. We have predefined a set of such
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sentences for the four quadrants in a two-dimensional emotional space: positive-
active, positive-passive, negative-active, negative-passive which we map on the
emotions joy, satisfaction, anger, frustration. However, users are encouraged to
change sentences according to their own emotional experiences. Though our
goal is the recognition of non-acted emotions, of course, this method does not
yield truly natural emotions, we could rather call them semi-acted. For offline
recognition, research has shifted just in recent years from acted to spontaneous
emotions, so that for fully natural low-intensity emotions in online recognition,
only low accuracies can be expected. At the current state of the art, rather
applications should be considered where expressive speech comes natural, e. g.
games or voice training.

We tested this method with 29 students of computer science (8 females, 21
males, aged 20 to 28). The sentence set was as described above and in German,
though there were also 10 non-native speakers among them. Students could
do the recordings at home, so the audio quality and equipment were not con-
trolled, but all students were told to use a head-set microphone. Offline speaker-
dependent accuracies in 10-fold cross-validation for all 4 classes varied — not
surprisingly — a lot among speakers and ranged from 24 % to 74 %, with an
average of 55 %. This great variation is to a good extent due to the uncontrolled
audio recordings which led to very different audio and emotion qualities but this
especially makes our setting very realistic with regard to how people cope with
the technology on their own.

From all test persons, we selected 10 speakers (5 female, 5 male) that were
German native speakers, whose speaker-dependent accuracy was not below 40 %
and where audio quality was satisfactory, to train a speaker-independent classi-
fier that could be used as general classifier in many applications responding to
emotional states occuring in the recorded set. This resulted in a recognition ac-
curacy of 41 %. All results were obtained with the NB classifier on the full feature
set (no selection) and though the figures may not sound high overall, they are
well above chance level. Especially in the speaker-independent evaluation, the
use of different microphones is responsible to a great extent for low recognition
rates. Furthermore, for good results in a realistic setting and online recognition,
only 2 or 3 of these classes should be used. For example, we obtained recognition
rates between 60 % and 70 % for the speaker independent system when leaving
two classes out. Again note that all recognition accuracy figures were obtained
offline, though speech data and recording conditions are similar to online condi-
tions. A systematic evaluation of online recognition accuracy has not been done
yet, but is empirically 10–20 % lower than the offline accuracy if applied in a sce-
nario similar to the recording conditions. In offline analysis of emotional speech
databases, we achieved in our earlier work recognition rates of about 80 % for 7
classes [Vogt and André, 2006] on an actors database [Burkhardt et al., 2005a]
and about 50 % in [Vogt and André, 2005] resp. [Batliner et al., 2006] on two
spontaneous emotional speech databases, the SmartKom database (3 emotion
classes) [Schiel et al., 2002] and the German Aibo database (4 emotion classes)
[Batliner et al., 2004].
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It took each speaker about 10–20 minutes to record the 80 sentences, 20 for
each emotion. For a good speaker dependent system, however, we recommend
at least 40 sentences per emotion.

4 Integration into Applications

Of course, knowing the emotion expressed by one’s own voice is not very useful
per se, but only in the context of an application making use of the affective
information. The integration of the online recognition tool of EmoVoice into
other applications is simple, as the result of the emotion recognition can be
continuously transmitted over a socket connection to that application.

EmoVoice has been also successfully integrated in a number of applications
or existing architectures. So far, there exist several prototypes and applications
that use EmoVoice. Two of them look at whether affective reactions make a
robot or virtual agent more believable. These include a scenario of human-robot
interaction where a user reads a fairy tale to Barthoc, a humanoid robot, ex-
pressing the emotions joy and fear, and the robot mimics these emotions with
its facial expressions (see Fig. 4). The other is a virtual agent named Greta

Fig. 2. Emotionally telling a fairy tale to Barthoc, a humanoid robot[Hegel et al., 2006].

[de Rosis et al., 2003] which mirrors a user’s emotional state in her face (see
Fig. 3) and gives emotionally coloured small-talk feedback, thus showing em-
pathy with the user [Vogt et al., 2007]. Furthermore, through the mirroring be-
havior, the results of the emotion recognition are made especially clear to the
user. For the first scenario, Hegel et al. [Hegel et al., 2006] show in a user study
a preference of the emotionally reacting robot over a robot without emotion
recognition. For the second scenario, the formal proof of this is still pending but
due to the more subtle emotional response by the Greta agent, we expect an
even stronger effect.
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Fig. 3. Conversation with a virtual agent showing empathy by mirroring the user’s
emotional state in her face (upper row from left to right: joy, sadness, anger)

Other applications are of rather artistic nature having the goal of visualising
emotions and allowing users to express themselves emotionally. One of them is
an animated kaleidoscope that changes according to a speaker’s emotions (see
Fig. 4). Within the EU project Callas1, showcases of interactive art are being
developed that respond to the multimodal emotional input of spectators. Some of
them are intended to be used primarily by professional actors, and it is assumed
and encouraged that users express themselves with strong, possibly exaggerated
and acted emotions. For this reason these scenarios are ideally suited for the
current state of the art in emotion recognition technology. One of the showcases
integrating EmoVoice is an Augmented Reality application with a tree whose
appearance can be changed according to affective input from the user. Among
others, the tree can be made grow or shrink and change its color by positive or
negative emotions as expressed in the voice [Gilroy et al., 2007] (see Fig. 5). In
another showcase, a virtual character watches a (horror) movie and reacts to the
emotions conveyed in the scenes and by a human spectator [Charles et al., 2007].

1 http://www.callas-newmedia.eu

http://www.callas-newmedia.eu
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Fig. 4. An animated kaleidoscope to visualise online recognised emotional states (ex-
amples from left to right: joy, sadness, anger)

Fig. 5. Making E-Tree [Gilroy et al., 2007] grow: influence of neutral, positive active,
negative passive emotions from voice (from left to right)

Finally, — not in the context of Callas — Rehm et al. [Rehm et al., 2008]
have built a virtual Karaoke dancer whose expressiveness can be controlled by
expressive singing and gestures.

In the mentioned applications or prototypes, three different languages, Ger-
man, English and Finnish, were used. This shows that the methodology of
EmoVoice is language-independent.

5 Conclusions and Future Work

We presented EmoVoice, our framework to emotion recognition from speech
which allows online tracking of the emotions expressed in a user’s voice and
comes with an easy-to-use audio acquisition method to quickly build a speaker-
or scenario specific recogniser. The framework has been integrated successfully
already in a number of applications. Regarding the recognition process, the
biggest contribution of EmoVoice is not the single components used for speech
emotion recognition (audio segmentation, feature extraction, classification) but
the way — or even the fact that — they are plugged together. Of course, feature
extraction and classification should be improved to have higher accuracy and
are subject to constant improvements as also in offline emotion recognition, the
real breakthrough has not yet been achieved. By combining EmoVoice with other
modalities or information sources like visual attention, facial expressions, bio sig-
nals or word information, which we have partly already investigate (bio signals
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[Kim et al., 2005], gender information [Vogt and André, 2006]), we plan to ex-
plore further possiblities of recognition rates improvements. Primarily, however,
with EmoVoice we have a framework to explore user behavior and acceptance of
affective technology. Consequently, one of our future steps will therefore include
a thorough user study where we will also assess systematically the accuracy of
our system in online usage.
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M., André, E., Vogt, T., Billinghurst, M., Seichter, H., Benayoun, M.: An emotion-
ally responsive AR art installation. In: Proceedings of ISMAR Workshop 2: Mixed
Reality Entertainment and Art, Nara, Japan (2007)

[Hall, 1998] Hall, M.A.: Correlation-based feature subset selection for machine learn-
ing. Master’s thesis, University of Waikato, New Zealand (1998)

[Hegel et al., 2006] Hegel, F., Spexard, T., Vogt, T., Horstmann, G., Wrede, B.: Play-
ing a different imitation game: Interaction with an empathic android robot. In: Proc.
2006 IEEE-RAS International Conference on Humanoid Robots (Humanoids 2006)
(2006)

[Jones and Deeming, 2007] Jones, C., Deeming, A.: Affective human-robotic interac-
tion. In: Peter, C., Beale, R. (eds.) Affect and Emotion in Human-Computer Inter-
action. LNCS, vol. 4868. Springer, Heidelberg (2007)

[Jones and Sutherland, 2007] Jones, C., Sutherland, J.: Acoustic emotion recognition
for affective computer gaming. In: Peter, C., Beale, R. (eds.) Affect and Emotion in
Human-Computer Interaction. LNCS, vol. 4868. Springer, Heidelberg (2007)
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Abstract. The goal of this work is the exploration of real-time emotion
recognition from speech. In this approach a novel type of recurrent neural
networks called echo state networks (ESN) are utilized. Biologically mo-
tivated features representing modulations of the speech signal are used as
input to the ESNs. The standard Berlin Database of Emotional Speech
is used to evaluate the performance of the proposed approach. However,
in this paper ongoing work is being presented and the final architecture
has yet to be determined.

1 Introduction

The current aims of affective computing include the enhancement of human-
computer interfaces, by improving their efficiency and usability [Cowie et al.,
2001]. Recognizing emotions of fellow men plays an important role in daily con-
versations. For example, as it is mentioned in [Calder et al., 2000] a simple facial
expression of disgust by your counterpart may prevent you from tasting your own
food, in order not to experience the same unpleasant savor. In this work how-
ever, an approach towards real-time emotion recognition from speech only is
introduced. The presented system describes still ongoing work and should be
understood as some sort of proof of concept.

In contrast to common emotion recognition systems, a novel approach using
modulation spectrum features as input for a recurrent neural network ensemble
consisting of so called echo state networks (ESN) is presented. An ESN has an
easy to use training algorithm, where only the output weights are to be adjusted.
The basic idea of an ESN is to use a dynamic reservoir, which contains a large
number of sparsely interconnected neurons with non-trainable weights. Since,
the only weights that need to be adjusted in an ESN are the output weights,
the training is not computationally expensive using the direct pseudo inverse
calculation instead of gradient descent training. The issues being addressed using
this approach comprise the necessity of noise insensitive emotion recognition and
the need for fast emotion recognition, due to the nature of emotions. Emotions
are a constantly changing signal as the following example found in [Picard, 2000]
illustrates: A tennis player feels a piercing pain in his lower back and he first
turns around clenching his fist and feeling angry, but as he sees that woman in
a wheelchair hit him his feelings changed to sadness and sympathy.

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 200–204, 2008.
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The paper is organized and presented in five sections: Section 2 gives an
overview of the database used for experiments, Sect. 3 describes the feature
extraction and the automatic emotion recognition system, Sect. 4 presents pre-
liminary results, and finally Sect. 5 concludes.

2 Database Description

The Berlin Database of Emotional Speech is used as a test bed for our approach.
This corpus is a collection of around 800 utterances spoken in seven different
emotions: anger, boredom, disgust, fear, happiness, sadness, and neutral. The
database is publicly available at http://pascal.kgw.tu-berlin.de/emodb/.
Ten professional actors (five male and five female) read the predefined utter-
ances in an anechoic chamber, under supervised conditions. The text was taken
from everyday life situations, and did not include any emotional bias. A human
perception test to recognize various emotions with 20 participants resulted in a
mean accuracy of around 84% [Burkhardt et al., 2005].

3 Experimental Setup

Common emotion recognition systems are utilizing short term analysis of the
speech signal, e.g. extracting the fundamental frequency from frames not more
than several milliseconds. In order to be able to generate decisions on the spoken
emotion using this feature it is necessary to aggregate information over a whole
utterance or several seconds of speech. Furthermore, computationally expensive
statistics including variance, mean, and formants need to be evaluated [Scherer
et al., 2007,Petrushin, 1999,Yacoub et al., 2003]. However, as mentioned before
emotions are constantly changing and aggregating statistics of pitch or other
similar features may not suffice [Scherer et al., 2003, Picard, 2000]. In this work
this issue is being addressed by using long term modulation spectrum features
extracted from larger segments of the speech signal (100ms) and novel recurrent
neural networks (RNN) called echo state networks (ESN).

3.1 Feature Extraction

In contrast to common audio processing techniques, larger frames of speech are
analyzed (100ms) in this work. The slow temporal evolution of the speech is
used to represent the emotional status of the user [Scherer et al., 2003,Scherer et
al., 2007]. Furthermore in earlier studies, these features have shown to be insen-
sitive towards noise and robust against changing recording situations [Scherer
et al., 2008]. After a lead time of 400 ms the used feature extraction algorithm
extracts feature vectors with a frequency of 25 Hz, which is sufficient for emotion
recognition in many applications regarding time-critical issues. The extraction
is based on standard techniques such as the Fourier transform and Mel filtering,
rendering a biologically inspired algorithm. The exact algorithm is described in
[Scherer et al., 2008, Scherer et al., 2007].

http://pascal.kgw.tu-berlin.de/emodb/
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3.2 Echo State Network Ensemble

For the real-time emotion recognition task ESNs were chosen, because of their
capability to take previous information into account due to feedback connections
[Jaeger, 2002]. Furthermore, ESNs are trained efficiently using the direct pseudo
inverse method. The topology of an example ESN is shown in Fig. 1 (a). After
thorough parameter tuning, for the experiments K = 8 input neurons, N = 1500
internal neurons and L = 1 output neurons were used. The connections within
the internal neurons were randomly set with a probability of 50%. Additionally,
the spectral width λmax was set to 0.25. This is achieved by scaling the weight
matrix W in such a way that its maximum eigenvalue is set to λmax.

For the training the following offline learning procedure was used:

1. Given I/O training sequence (U(n), D(n))
2. Generate randomly the matrices (W in, W, W back), scaling the weight matrix

W such that its maximum eingenvalue |λmax| ≤ 1.
3. Drive the network using the training I/O training data, by computing

X(n + 1) = f(W inU(n + 1) + WX(n) + W backD(n)), (1)

where f is the transfer function tanh of a neuron.
4. Collect at each time the state X(n) as a new row into a state collecting

matrix M , and collect similarly at each time the sigmoid-inverted teacher
output tanh−1D(n) into a teacher collection matrix T .

5. Compute the pseudo inverse of M and put

W out = (M−1T )t (2)

t: indicates transpose operation.

For each possible 1vs1 combination of two emotions such a network was trained,
resulting in 21 separate networks (Fig. 1 (b)) responsible for only two emotions
each. Every feature frame is used as input to all networks and their outputs are
combined in a decision fusion (Fig. 1 (c)) step. For the time being the outputs
of the ESNs are used as votes for the possible emotions. For example, the net-
work accountable for anger vs. neutral may output a value between −1 and 1,
if the value is below zero the network votes for neutral and vice versa. In this
manner the decisions of all the networks are combined to a conclusive classifica-
tion result. Furthermore, an alternative decision fusion technique called decision
templates proposed in [Kuncheva, 2004] was used. However, the decision fusion
requires more testing in order to find an optimal way of classifying the emotional
utterances. For example, it may be necessary to exclude decisions from indecisive
ESNs distinguished by output values close to zero. Additionally, decision shifts
from frame to frame should be detected and filtered out.

4 Preliminary Results

All the experiments were carried out on a German dataset, which is described
in Sect. 2. A standard 10-fold cross validation experiment series was conducted.
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Fig. 1. (a) Basic architecture of an ESN. Dashed lines indicate optional connections.
(b) ESN 1vs1 Ensemble architecture. Each ESN is trained to recognize two different
emotions. (c) Single votes of the ESNs are collected and an overall decision is formed.

For each of the experiments in the series a randomly chosen tenth of the data
was used for testing and the rest was used for training the 21 ESNs. Each of the
ESNs was solely trained with the data it is responsible for, such as the anger vs.
neutral ESN was trained with angry and neutral emotional material.

In the first experiment the outputs of the ESNs were used as supporting
weights for the different emotions. The results reveal an accuracy of 53%, which is
much better than chance since there are seven possible outputs, but the accuracy
needs further improvement.

In the second experiment, the decision fusion (Fig. 1 (c)) was accomplished
by the decision templates technique. The accuracy of 57% is comparable to ear-
lier studies [Scherer et al., 2007], where accuracies of around 70% were achieved
using three different types of features and the decisions were made on whole
utterances not on single frames.

5 Conclusions and Future Work

In this work an easy to train 1vs1 ensemble architecture using ESNs was pre-
sented to recognize emotions close to real-time. As input to the networks bio-
logically motivated modulation features from the speech signal were used. Since,
this is still work in progress the results should improve over the time while ex-
perimenting with different fusion techniques. However, the results are already
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comparable to earlier studies that cannot recognize emotions on a frame wise
basis.

Concluding it is to mention, that the ESN ensemble architecture in combi-
nation with speech modulation features revealed promising results. However, it
is necessary to vary the architecture further, find the optimal fusion technique,
and analyze the results in order to improve the recognition performance. Addi-
tionally, it may be interesting to test the stability of the architecture according
to noisy environments as in [Scherer et al., 2008].
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Abstract. This study presents an approach for emotion classification of speech 
utterances based on ensemble of support vector machines. We considered fea-
ture level fusion of the MFCC, total energy and F0 as input feature vectors, and 
choose bagging method for the classification. Additionally, we also present a 
new emotional dataset based on a popular animation film, Finding Nemo where 
emotions are much emphasized to attract attention of spectators. Speech utter-
ances are directly extracted from video audio channel including all background 
noise. Totally 2054 utterances from 24 speakers were annotated by a group of 
volunteers based on seven emotion categories. We concentrated on perceived 
emotion. Our approach has been tested on our newly developed dataset besides 
publically available datasets of DES and EmoDB. Experiments showed that our 
approach achieved 77.5% and 66.8% overall accuracy for four and five class 
classification on EFN dataset respectively. In addition, we achieved 67.6% ac-
curacy on DES (five classes) and 63.5% on EmoDB (seven classes) dataset us-
ing ensemble of SVM’s with 10 fold cross-validation. 

1   Introduction 

Emotions have a great role in human-to-human communication. Over the last quarter 
century, there is increasing number of researches performed on understanding the 
human emotions. A variety of computer systems can use emotional speech classifica-
tion including call center applications, psychology and emotion enabled Text to 
Speech (TTS) engines. Current studies on emotion detection mainly concentrate on 
visual modalities, including facial expressions, muscle movements, action units, body 
movements, etc. However, emotion itself is a multimodal concept and emotion detec-
tion task requires interdisciplinary studies including visual, textual, acoustic, and 
physiological signal domains.  

Although it seems to be easy to understand for a human to detect the emotional 
class of an audio signal, researches showed that [Engberg and  Hansen, 1996], aver-
age score of identifying five different emotional classes (neutral state, surprise, happi-
ness, sadness and anger) is between 56-85%, (global average is 67% and kappa statis-
tic is 0.59). Without emotional clues, it is difficult to understand exact meaning of 
spoken words. Words are followed by punctuation characters like “?” “!” “...” in tex-
tual domain which makes easy to understand the meaning of the text. On the other 
hand understanding the context from linguistic information is limited in some cases. 
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In this case prosodic features of speech signal carries paralinguistic clues about the 
physical and emotional state of the human. 

Emotional Speech Classification is not a trivial task, and requires a set of succes-
sive operations such as voice activity detection (VAD), feature extraction, training 
and finally classification. Previous works on this area use Mel Frequency Cepstral 
Coefficients (MFCC) [Shami and Verhelst, 2007], [Altun and Polat, 2007], [Le et al., 
2004], pitch frequencies as formants [Zervas et al., 2006], [Ververidis et al., 2004], 
[Hammal et al., 2005], [Datcu and Rothkrantz, 2005], [Shami and Verhelst, 2007], 
[Teodorescu and Feraru, 2007], [Lugger and Yang, 2006], [Sedaaghi et al., 2007], 
[Altun and Polat, 2007], [Lugger and Yang, 2007], [Zhongzhe et al., 2006], [Sedaaghi 
et al., 2007], [Pasechke and Sendlmeier, 2000] speech rate [Hammal et al., 2005], 
zero crossing rate [Lugger and Yang, 2007], Fujisaki parameters [Fujisaki and Hirose, 
1984], [Zervas et al., 2006], energy [Zhongzhe et al., 2006], [Ververidis et al., 2004], 
[Hammal et al., 2005], [Altun and Polat, 2007], [Sedaaghi et al., 2007], [Lugger and 
Yang, 2007], linear predictive coding (LPC) [Altun and Polat, 2007], [Le et al., 2004] 
for feature extraction purposes. In addition, [Zhongzhe et al., 2006], [Ververidis et al., 
2004], [Sedaaghi et al., 2007] and [Lugger and Yang, 2007] used sequential floating 
forward selection (SFFS) method to discover the best feature set for the classification. 
Classification techniques used in emotion classification task includes Support Vector 
Machines (SVM) [Hammal et al., 2005], [Shami and Verhelst, 2007], [Altun and 
Polat, 2007], Neural Networks (NN) [Zhongzhe et al., 2006], Hidden Markov Models 
(HMM) [Le et al., 2004], Linear Discriminant Analysis (LDA) [Hammal et al., 2005], 
[Lugger and Yang, 2006], Instance Based Learning [Zervas et al., 2006], Vector 
Quantification (VQ) [Le et al., 2004], C4.5 ([Zervas et al., 2006], [Shami and Ver-
helst, 2007]), GentleBoost [Datcu and Rothkrantz, 2005], Bayes Classifiers 
[Ververidis et al., 2004], [Hammal et al., 2005], [Lugger and Yang, 2007] and K-
Nearest Neighbor (K-NN) [Ververidis et al., 2004], [Hammal et al., 2005], [Shami 
and Verhelst, 2007] classifiers. 

Main contribution of this paper is two fold. First, we present an approach for emo-
tion classification of speech utterances based on ensemble of support vector ma-
chines.  It considers feature level fusion of the MFCC, total energy and F0 as input 
feature vectors, and uses bagging method to ensemble of SVM classifiers. The sec-
ond, we present a new emotional dataset based on a popular animation film, Finding 
Nemo where emotions are much emphasized to attract attention of spectators. In this 
dataset, speech utterances are directly extracted from video audio channel including 
all background noise and music to fulfill the real world requirements, properly. We 
concentrated on perceived emotion in video therefore a total of 2054 utterances from 
24 speakers were annotated by a group of volunteers based on seven emotion catego-
ries, and we selected 250 utterances each for training and test sets. Our approach is 
tested on both newly developed dataset as well as two publically available data sets, 
and the results are promising with respect to current state-of-the-art. 

The rest of the paper is organized as follows. In section two, structures and detailed 
properties of publicly available data collections and related works on these collections 
are explained. In section three, our approach to feature extraction and ensemble clas-
sification technique used in this study is presented. Section four shows the results of 
the experiments performed on the test sets and explain the details of the multimodal 
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emotion dataset EFN. Finally, section five concludes the study, provides a general 
discussion, and gives a look at the future studies on this subject. 

2   Background and Related Works 

Before starting on a research on emotion classification, there are two important ques-
tions exist: The first question is “Which emotions should be addressed?” and the latter 
is “is there any training set available for this research?” Of course there are many 
different emotion sets exist in literature covering basic emotions, universal emotions, 
primary and secondary emotions, and neutral vs. emotional. According to the latest 
review by [Ververidis and Kotropoulos, 2006], 64 emotion related datasets exists. 
Many of the datasets (54%) are simulated, 51% are in English and 20% are in German 
Language. In addition, 73% of the datasets are compiled for emotion recognition 
purposes whereas 25% is for speech synthesis. 

In this study, we focused two publicly available and commonly used datasets, and 
provide a comparison of studies based on two of them. 

2.1   Danish Emotional Speech Database (DES) 

Danish Emotional Speech Database DES [Engberg and Hansen, 1996] is in Danish 
Language, and it consists of 260 emotional utterances, including 2 single words 
(‘Yes’,’ No’), 9 sentences and 2 long passages, recorded from two female and two 
male actors. Each actor speaks under five different emotional states including anger, 
happiness, neutral state, sadness, and surprise. Utterances were recorded under silent 
condition in mono channel, sampled at 20 KHz with 16-bit, and only one person 
speaks at a time. Average length of the utterances in DES dataset is about 3.9 seconds, 
1.08 seconds when long passages ignored. Table 1 shows the details of DES, such as 
the number of utterances and total length per emotion for both training and test set. 

Table 1. Properties of DES dataset, where #U and #FN indicates, number of utterances and 
number of feature vectors, respectively 

 Positive Samples Negative Samples Number of 

Emotion #U Length(sec.) #FV #U #FV Subsets 

Anger 52 192.9 2222 208 9423 4 

Happiness 52 207.4 2494 208 9151 3 

Neutral 52 207.3 2370 208 9275 3 

Sadness 52 223.3 2196 208 9449 4 

Surprise 52 205.1 2363 208 9282 3 

TOTAL 260 1036 11645 1040 46580 17 

 
To date, many of studies on this subject employed on DES dataset, and Table 2 

provides a quick snapshot of them. [Zervas et al., 2006] and [Datcu and Rothkrantz, 
2005] achieved better accuracy than human based evaluation [Engberg and Hansen, 
1996] using Instance Based Learning and GentleBoost algorithms respectively. Base-
line accuracy is computed by classifying all the utterances as the major emotional 
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class in test set. According to [Engberg and Hansen, 1996], 67% of the emotions are 
correctly identified by humans on average on DES dataset. [Sedaaghi et al., 2007] 
used sequential floating feature selection (SFFS) for optimizing correct classification 
rate of Bayes Classifier on DES dataset and get 48.91% accuracy, in average. [Le et 
al., 2004] achieved 55% accuracy for speaker independent study. Their speaker de-
pendent result is between 70% and 80%. 

Table 2. Performance of past studies on DES dataset in terms of accuracy 

Study Classifier # of Classes Accuracy % 

Baseline  5 20.0 

[Datcu and Rothkrantz, 2005] GentleBoost 5 72.0 

[Hammal et al., 2005] Bayes Classifier 5 53.8 

Human Eval. [Engberg and Hansen,1996] 5 67 

[Le et al., 2004] Vector Quantification 5 55.0 

[Sedaaghi et al., 2007] Bayes + SFFS + Genetic Alg. 5 48.9 

[Shami and Verhelst,2007] ADA-C4.5+ AIBO approach 5 64.1 

[Shami and Verhelst,2007] ADA-C4.5+ SBA approach 5 59.7 

[Ververidis et al., 2004] Bayes+SFS 5 51.6 

[Zervas et al., 2006] C4.5 5 66.0 

[Zervas et al., 2006] Instance Based Learning 5 72.9 

2.2   Berlin Database of Emotional Speech (EmoDB) 

EmoDB [Burkhardt et al., 2005] dataset is another popular and publically available 
emotional dataset. It is in German Language, and consists of 535 emotional utterances 
recorded from 5 female and 5 male actors. Each actor speaks at most 10 different 
sentences in 7 different emotions anger, happiness, neutral, sadness, boredom, dis-
gust, and fear. Files are 16-bit PCM, mono channel; sampled at 16Khz. Total length 
of the 535 utterances in the dataset is 1487 seconds and average utterance length is 
about 2.77 seconds. Table 3 shows its properties of EmoDB for both training and test 
set, in detail.  

Table 3. Properties of EmoDB dataset, where #U and #FN indicates, number of utterances and 
number of feature vectors and number of subsets, respectively 

 Positive Samples Negative Samples 

Emotion #U Length (sec.) #FV #U #FV 
Number of 
Subsets 

Angry 127 335.3 6076 408 22178 3 

Happiness 71 154.2 3385 464 24869 7 

Neutral 79 154.1 3613 456 24641 6 

Sadness 62 186.3 4896 473 23358 4 

Boredom 81 180.6 4348 454 23906 5 

Disgust 46 251.2 3013 489 25241 8 

Fear 69 225.0 2923 466 25331 8 

TOTAL 535 1487 28254 3210 169524 41 
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Table 4 presents squeezed comparison of studies held on EmoDB dataset in terms 
of classifier type, number of classes and accuracy. As in studies on DES, [Datcu and 
Rothkrantz, 2005] again used GentleBoost algorithm on EmoDB dataset for six emo-
tion classes out of seven, and achieved 86.3% accuracy. [Altun and Polat, 2007] used 
SVM for four class emotion classification, [Lugger and Yang, 2007] used linear dis-
criminant analyses for anger, happiness, sadness, and neutral emotions and they re-
ported 81.8% accuracy. Additionally, they have tested Bayes classifier, and achieved 
74.4% accuracy for six classes using leave-one-speaker-out method on short utter-
ances. Gender dependent study from [Zhongzhe et al., 2006] achieved 77.3% accu-
racy for female subjects considering seven classes.  

Table 4. Previous studies on EmoDB dataset in terms of accuracy % 

Study Classifier # of Classes Accuracy % 

[Altun and Polat,2007] SVM 4 85.5 

Baseline  7 23.7 

[Datcu and Rothkrantz, 2005] GentleBoost 6 86.3 
Human Eval.[Burkhardt et al.,2005]  7 86.0 
[Lugger and Yang, 2007] Bayes Classifier 6 74.4 

[Lugger and Yang, 2007] Linear Discriminant Analyses 4 81.8 

[Shami and Verhelst,2007] SVM+ AIBO approach 7 75.5 

[Shami and Verhelst,2007] SVM+ SBA Approach 7 65.5 

[Zhongzhe et al., 2006] Two-Stage NN 7 77.3 

3   Our Approach to Emotion Classification 

The feature vector we used to represent the emotional speech in our approach, aims to 
preserve the information needed to determine the emotional content of such a signal. 
First, each speech utterance was segmented into ~46ms frames (512samples) with a 
~23ms overlap area (256 samples) with next frame. As a feature vector, we have used 
30 MFCC, total energy, and F0 formant values calculated from each frame and com-
bined them as seen in equation (1). We assume that each frame from an utterance 
represents the same emotional state.  

In order to calculate MFCC coefficients, we have used Matlab Audio Toolbox 
[Pampalk, 2004], with 30-bin Mel Filter Bank. Then, a set of MFCC vectors, KMFCC 
shown in (1), is prepared for each utterance. 
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Similarly, F0 and total energy values are computed. At the end of the feature ex-
traction phase, each speech frame was represented with 32-bin feature vector, contain-
ing MFCC, total energy and F0 value. 
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In training phase, we used support vector machines (SVM), which is a supervised 
learning algorithm that tries to map the input feature space having known positive and 
negative samples into high dimensional space where a hyperplane maximizes the data 
separation. Since SVM is primarily a dichotomy classifier, we have used one-vs-all 
method where the numbers of positive and negative samples are not equal. However, 
having such a distribution made the classifier biasing to negative class, as expected. 
Moreover, for an m-class classifier, it is a general problem since there exist m-1 nega-
tive samples for each positive sample. Consequently, the results biased toward to the 
majority class.  

To overcome the biasing problem, first, we divided the negative samples into 
smaller parts equal to the size of the positive samples.  However this fragmentations 
arises another problem of ensemble of classifiers. On the other hand, literature [Zhou 
et al., 2002] shows that generalization ability of ensemble of classifiers has a better 
performance than a single learner. In literature, many solutions have been suggested 
for this problem, such as boosting, bagging, or k-fold partitioning. We choose bagging 
[Breiman, 1996] (Bootstrap aggregating) method to overcome aforementioned diffi-
culties. Bagging is useful especially when the classifier gives unstable results in re-
sponse to small changes such as speaker changes in the training data. In order to do 
this, we first manipulate our training samples, where we have provided a 
non-overlapping set of negative examples for each positive set, as seen in Fig. 1.  

Let us assume that we have equal size of samples in our training set for m classes.  

For a given positive class, +
iC , normally there exist m-1 negative classes. In order to 

create sub-training sets including equal positive and negative samples, we have di-

vided each negative class samples, −
iC , into sub sets (Si,j, where ∀i,j,1≤i≤m,Si,j=m-1 

for balanced sets) from −
1,iC  to −

−1,miC . For each negative emotion class, −
iC , there is a 

corresponding negative subsets, −
jiC , , that need to be merged to create −

iC' with the 

same size as positive samples. This finalizes the creation of final training sets, as seen 
in Fig. 1. These sets are then used for the creation of emotion model EMij where i 
represent emotion and j represents the sub model of respective emotional class. There-
fore total number of emotion models EMij in this approach is m×(m-1) for balanced 
sets. 

If the number of samples for each emotion class is not equal then, the value of Si,j 

depends on the size of the +
iC and −

iC and can be computed by (2). 
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After preparing a set of Emotional Model, EMij, we performed a cumulative addi-
tion on the floating SVM predictions as shown in (3). In other words, we sum up the 
classification results (i.e., prediction values) of the frame belonging to a specific  
utterance. 
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Fig. 1. Partitioning data into equal positive and negative subsets for m=5 

Considering a supervised learning algorithm, it receives a set of training samples, 
TS={(x1,y1),…,(xn,yn)} where n is the number of samples in the training set and each 
xi represents the feature vector in a form of <xi,1,xi,2,…,xi,k>, where each xi,j is a real 
valued component of xi. Similarly, our training set at utterance level is represented by 
a set of samples, TSU={(U1, yx), (U2, yz),…,(Un,ys)} where yi∈y={1,2,…,m} is its 
multiclass emotion label.  

As the original implementation of SVM proposes a dichotomy classifier, we de-
fined a function f : U → Y which maps an utterance U to an emotion label f(U). Each 
utterance Ui consists of a set of features vectors xi, represented by Ui,j, the number of 
feature vectors for a given utterance Ui is represented by size(Ui) and the number of 
models for a given emotion, and EMi is represented by size(EMi). Each EMi has equal 
weights and for a given test sample U, the binary SVM classifier outputs an m-vector 
f(U)=(f1(U), f2(U),…, fm(U)) as shown in (3). 
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Finally, classifier selects the maximum of fi(U) as result, and assigns the corre-
sponding class label using (4). 

( ) ( )UfUf iimaxarg=  (4) 

4   Experimentations 

In this section we discuss the details and experiences on constructing a new emotional 
dataset activity and the details of experimentations we conducted in order to evaluate 
our approach. 
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4.1   Emotional Finding Nemo (EFN) Dataset 

Publically available datasets, DES and EmoDB, includes utterances recorded under 
silent conditions, and only one person speaks at a time. This is mostly not a case for a 
real world application. For example, for a given video fragment, speech utterances 
rarely come with a silent background. Additionally, the number of utterance samples 
in both DES and EmoDB is not enough for an efficient training and testing. Because 
of the lack of the small sized dataset, studies on those datasets usually measured using 
cross validation technique. Consequently, we need a more realistic dataset which 
fulfils the real world requirements for video.  

We have developed an emotional dataset directly extracted from video of popular 
animation film of Finding Nemo, and called EFN. Main reason for selecting an ani-
mation movie is that, animation movies usually targets the children’s attention by 
using music, dancing and high intensity of emotions which makes them help to under-
stand the content. Firstly, EFN dataset is in English, and the utterances were extracted 
directly from video audio channel including all background music, noise etc, which 
make it closer to meet real world situations in terms of perceived emotions. It contains 
2054 utterances from 24 speakers.  

Boundaries of the utterances were extracted using the timestamp information exists 
in subtitles and voice activity detection (VAD) is used to find presence of speech 
signal as described in [Danisman and Alpkocak, 2007]. Boundaries of utterances are 
determined considering continuous speech. The dataset is constructed using “Emo-
tional Speech Annotator” application developed in MatLab. Fig. 2 shows a snapshot 
of respective application.  

A total of seven persons, from our department, whose ages are between 24-59 and 
secondary language is English were participated in the experiment. Participants were 
 

 

Fig. 2. Emotional Speech Annotator 
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instructed first to classify each of 2054 utterance of length 3802 seconds (63.38 min-
utes) in a forced choice procedure choosing one among the seven emotion classes in 
addition to undecided class using the Emotional Speech Annotator. Default choice is 
set to the undecided class. For each utterance except normal and undecided classes 
there are five different intensity levels exist. Level 1 represents the least intensity and 
level 5 represents the highest intensity for the emotion. Participants are able to listen 
to any utterance at any time. Correction in previous decisions is also possible. The 
average, minimum and maximum speech utterance length in EFN is 1.85, 0.5 and 6.1 
seconds, respectively. 

Classifying utterances into a number of emotion classes is alone difficult task, as 
there is no clear cut between emotional classes. Assigning an emotion label to the 
utterances may change from annotator to annotator. In order to overcome this prob-
lem, we have selected best representative and consistent annotations having high 
intensity values. After that top ranked emotions for each emotion class are selected 
for training and testing. For experimental studies we selected utterances having more 
than 71.4% accuracy only. In other words, we have chosen utterances, where at least 
five out of seven participants agreed. We did not include disgust emotion since there 
are too few samples in this class. 

 Table 5 shows the details of EFN dataset, including feature vectors in each emo-
tion model used in training process. The total number of samples for both training and 
test set contains 250 different speech utterances. Table 5 also includes training and 
testing times of our experimentations.  

Table 5. Number of utterances, subsets and corresponding feature vectors in EFN training and 
test set. #U=Number of Utterances, #FV=Number of feature vectors, #SS=Number of subsets 

Training Set Test Set 
 

(+) Samples (-) Samples Samples 

Emotion #U #FV #U #FV 
#SS 

#U #FV 

Angry 50 2009 200 7070 3 50 1964 

Happiness 50 2178 200 6901 3 50 2342 

Neutral 50 1174 200 7905 4 50 1728 

Sadness 50 1877 200 7202 4 50 1952 

Surprise 50 1841 200 7238 4 50 1603 

TOTAL 250 9079 200 36316 18 250 9589 

4.2   Experimental Results 

For all experimentations, we assumed that the smallest measurement unit is utterance 
and sampling rate of the all audio files is converted to 11025Hz and mono channel. 
Since the number of emotion classes is not equal in DES, EmoDB and EFN datasets, 
we have performed different experimentations in terms of number of classes. We 
made several experimentation using SVMLight [Joachims, 1999] with linear and RBF 
kernels. For linear kernel we have choose the cost factor Cost=0.001 and for the RBF 
kernel the gamma and Cost values are 9.0-e005 and 6.0, respectively.  

Table 6 shows the results we obtained from our experimentations using EFN data-
set. Overall accuracy we achieved is 66.8% with kappa=0.58 for five emotional 
classes (i.e., anger, happiness, neutral state, sadness, and fear). For four emotional 
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classes (i.e., anger, happiness, sadness, and fear) emotion classification using RBF 
kernel we get 77.5% accuracy with kappa value of 0.67 substantial agreements. For 
six classes (i.e., anger, happiness, neutral state, sadness, fear, and surprise) we get 
61.3% (kappa=0.53) and 52.3% (kappa=0.42) accuracy for RBF kernel and linear 
kernel, respectively.  

Table 6. Confusion matrix using EFN trained linear and RBF kernels on EFN test set, 
Cost=1.0e-3 for linear kernel, gamma=9.0-e005, Cost=6 for RBF kernel 

Accuracy in %, Overall=66.8% with RBF kernel 

Anger Happiness Neutral Sadness Fear 

Predicted⇒ 
 
⇓Actual Lin. RBF Lin. RBF Lin. RBF Lin. RBF Lin. RBF 

Anger  56 58 22 14 14 18 4 8 4 2 
Happiness 10 12 58 72 12 8 12 2 8 6 
Neutral  2 4 18 14 58 68 22 14 0 0 
Sadness 4 4 12 8 18 14 66 74 0 0 
Fear 22 18 12 18 0 0 2 2 64 62 

 
Experiments show that Surprise-Happiness and Neutral-Sadness couples are most 

confused emotion classes as seen in Table 7, as in previous studies.  For the DES and 
EmoDB, we achieved 67.6% and 63.5% accuracy using RBF kernel as seen in Table 
7 and Table 8, where reported human based evaluations are 67% [Engberg and Han-
sen, 1996] and 86% [Burkhardt et al., 2005] respectively. In terms of computation 
time, RBF kernel method is more expensive as than linear kernel. However, its per-
formance is better than the linear kernel. 

Table 7. Confusion matrix using ensembles of SVM RBF kernel on DES, gamma=9.0e-5, 
Cost=6 vs. Human based evaluation [Engberg and Hansen,1996], H=Human 

Accuracy in %, Overall=67.6% using ensembles 

Anger Happiness Neutral Sadness Surprise 

Predicted⇒ 
 
⇓Actual RBF H. RBF H. RBF H. RBF H. RBF H. 

Anger  82 60.8 12 2.6 0 0.1 2 31.7 4 4.8 
Happiness 20 10.0 70 59.1 0 28.7 2 1.0 8 1.3 
Neutral  14 8.3 2 29.8 58 56.4 24 1.7 2 3.8 
Sadness 4 12.6 0 1.8 16 0.1 78 85.2 2 0.3 
Surprise 12 10.2 36 8.5 0 4.5 2 1.7 50 75.1 

Table 8. Confusion matrix using ensembles of SVM on EmoDB, gamma=9.0e-5, C=6 

Accuracy in %, Overall=63.5% using ensembles Predicted⇒ 
 
⇓Actual Anger Happiness Neutral Sadness Boredom Disgust Fear 

Anger  90.0 5.8 0.0 0.0 0.0 0.8 3.3 
Happiness 30.0 47.1 1.4 0.0 0.0 12.9 8.6 
Neutral  0.0 0.0 60.0 1.4 32.9 0.0 5.7 
Sadness 0.0 0.0 16.7 71.7 11.7 0.0 0.0 
Boredom 1.3 0.0 43.8 8.8 40.0 3.8 2.5 
Disgust 5.0 0.0 12.5 0.0 5.0 72.5 5.0 
Fear 5.0 6.7 15.0 1.7 1.7 6.7 63.3 



 Emotion Classification of Audio Signals 215 

 

5   Conclusion 

In this study, we present an approach to emotion recognition of speech utterances that 
is based on ensembles of SVM classifiers. Since generalization ability of ensemble of 
classifiers has a better performance than a single learner, we considered feature level 
fusion of the MFCC, total energy and F0 as input feature vectors, and choose bagging 
method to ensemble of SVM classifiers.  

Additionally, we also present a new emotional dataset based on a popular anima-
tion film, Finding Nemo. We choose this film because of utterances in cartoon films 
are especially exaggerated. Speech utterances are directly extracted from video audio 
channel including all background noise. Then, total of 2054 utterances from 24 
speakers were annotated by a group of volunteers based on seven emotion categories, 
and we selected 250 utterances each for training and test sets. We used original Eng-
lish version of film. However, annotated dataset can be easily transformed into other 
languages since many dubbed version of this film is available.  

We tested our approach on our newly developed dataset EFN as well as publically 
available datasets of DES and EmoDB. Experiments showed that our approach 77.5% 
and 66.8% overall accuracy for four and five class emotional speech classification on 
EFN dataset respectively. In addition, we achieved an overall accuracy of 67.6% on 
DES with five classes and 63.5% on EmoDB with seven classes dataset using ensem-
ble of SVM’s with 10 fold cross-validation. 

Our study showed that, different emotion sets have different classification results. 
Some emotions have higher detection rates like anger, sadness and fear. On the other 
hand, surprise is the least detected emotion. Furthermore, experiments on EFN which 
is based on video audio channel also showed that background and multi-speaker 
voices did not affect the performance of the classifiers. We reached up to 77.5% accu-
racy on four-class emotion classification in EFN dataset. The results we obtained will 
lead us to new studies on emotional classification of video fragments and can be fur-
ther improved by using multimodality such as visual, musical and textual attributes. 
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Abstract. Acoustic Modeling in today’s emotion recognition engines employs 
general models independent of the spoken phonetic content. This seems to work 
well enough given sufficient instances to cover for a broad variety of phonetic 
structures and emotions at the same time. However, data is usually sparse in the 
field and the question arises whether unit specific models as word emotion 
models could outperform the typical general models. In this respect this paper 
tries to answer the question how strongly acoustic emotion models depend on 
the textual and phonetic content. We investigate the influence on the turn and 
word level by use of state-of-the-art techniques for frame and word modeling 
on the well-known public Berlin Emotional Speech and Speech Under Simu-
lated and Actual Stress databases. In the result it is clearly shown that the pho-
netic structure does strongly influence the accuracy of emotion recognition. 

1   Introduction 

Today’s approaches to the acoustic recognition of emotion ignore the spoken textual 
content by using one general model per emotion (see [Batliner, 2006]). Considering 
that many features highly depend on phonetic structure, such as spectral and cepstral 
features which have become very popular recently [Batliner, 2006], the question arises 
if this is the optimal way of acoustic modeling.  We therefore aim at answering the 
question how strongly spoken content variance influences emotion recognition per-
formance, herein. Models trained specifically on the unit at hand could then be consid-
ered in future engines to improve on accuracies. This would require a combination 
with an Automatic Speech Recognition (ASR) engine to pick the right unit-specific 
emotion models at a time. However, several works already demand for ASR inclusion, 
e.g. for word-boundary detection (see [Schuller, 2006]). In this context we report re-
sults considering specific models vs. general models to demonstrate the amount of 
dependence of acoustic emotion recognition on phonetic transcription of utterence. 

The paper is structured as follows:  in sect. 2 we introduce the databases, in sect. 3 
and 4 spoken content influence on the turn and on the word level. 

2   Acted and Spontaneous Data  

To demonstrate the influence of spoken content variation on acted and spontaneous 
data, we decided first for the popular studio recorded Berlin Emotional Speech  
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Database (EMODB) [Burkhardt, 2005], which covers the ‘big six’ emotion set 
(MPEG-4) besides boredom instead of surprise, and added neutrality. 10 (5f) profes-
sional actors speak 10 German emotionally undefined sentences. 494 phrases are 
marked as min. 60% natural and min. 80% assignable by 20 subjects. 84.3% accuracy 
are reported for a human perception test. 

Secondly, we selected the Speech Under Simulated and Actual Stress (SUSAS) da-
tabase [Hansen, 1997] as a reference for spontaneous recordings. Here, speech is 
partly masked by field noise. It consists of five domains, encompassing a wide variety 
of stresses and emotions. We decided for the 3,663 actual stress speech samples re-
corded in subject motion fear and stress tasks. 7 speakers, 3 of them female, in roller 
coaster and free fall actual stress situations are contained in this set. Two different 
stress conditions have been collected: medium stress, and high stress. Within the 
further samples also neutral samples, fear during freefall and screaming are contained 
as classes. SUSAS samples are constrained to a 35 words vocabulary. 

3   Text Dependence on the Turn Level 

We first investigate the influence of spoken content variation on the turn level. At this 
level we use frame-level features: speech input is processed using a 25ms Hamming 
window, with a frame rate of 10ms. Next, we employ a 39 dimensional feature vector 
per each frame consisting of 12 MFCC and log frame energy plus speed and accelera-
tion coefficients. Cepstral Mean Subtraction (CMS) and variance normalization are 
applied to better cope with channel characteristics. Classification is carried out with 
GMM as described in [Schuller 2007b]. The priors are chosen as an equal distribution 
among emotion classes. 

Test runs on EMODB and SUSAS for utterance models are carried out speaker in-
dependently by Leave-One-Speaker-Out (LOSO) evaluation. Table 1 reports  average 
among all speakers and all utterances accuracies for three cases to address text inde-
pendent (TI) evaluation. A total of 10 different utterances are found in EMODB and 
35 in SUSAS, respectively. We included all utterances from training set for general 
model training. In other cases we left out all samples with target or non-target utter-
ance from tarining set. 

 
Table 1. Mean Accuracies for turn-level modeling on EMODB and SUSAS. Frame-level fea-
tures with GMM, LOSO evaluation. 

 
Accuracy [%] EMODB SUSAS 
General model 77.1 46.0 
Non-target utterance left out  75.9 45.4 
Target utterance left out 72.7 44.2 

 
From Table 1. it is clear that removal of target utterance from training set funda-

mentally reduce accuracy of emotion recognition  in comparison with removal non-
target utterance. Random removal non-target utterances preserves the context, which 
results in higher accuracy than removing the target utterance, which makes the train-
ing data context-independent. 
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4   Text Dependence on the Word Level 

Second, we investigate the influence of spoken content variation on the word level. 
Therefore we use a different strategy to cover another typical approach to acoustic 
modeling in emotion recognition from speech: a state-of-the-art brute-force feature 
generation by projection of a typical prosodic, spectral and voice quality low-level-
descriptors (LLD) onto a static feature vector by statistical functionals (see [Schuller, 
2006]). The obtained 1,406 dimensional feature vector is classified by SVM with 
polynomial Kernel and SMO learning [Witten, 2000]. 

73 different words are found in EMO-DB of which we select only those  that have 
a minimum frequency of occurrence of 3 within each emotion. This comprises a total 
of 41 words with roughly 200 instances per word. Within an equivalent selection 
process we picked the according 11 highest frequency terms from SUSAS out of a 
total of 35. 

 
Table 3. Accuracies for word-level modeling in matched and mismatched condition compared 
to general models at diverse relative sizes of training corpora on EMODB and SUSAS. tsf 
abbreviate  training size factor. Static features with SVM, LOSO.  

 
Accuracy [%] EMODB SUSAS 
matched 48.9 60.7 
mismatched 37.4 54.2 
tsf 1%  43.1 50.6 
tsf 2% 44.8 56.1 
tsf 5% 49.1 60.7 
tsf 10% 51.7 61.5 
tsf 100% 55.5 64.7 

 
Table 3 visualizes the results obtained on these two corpora: first, matched vs. 

mismatched conditions are analyzed, whereby mismatching is an average of the accu-
racy of all selected words in a corpus was computed, when the emotion models were 
taken from all other words. Spoken content clearly does influence accuracy through-
out word-model comparison, as can be seen by the mean accuracy in table 1.  

We next address the question how a general model trained on any word in the cor-
pus – the common state-of-the-art –performs in relation to the amount of training data 
available by the relative training size factor (tsf). Random down-sampling preserving 
class-balance is used. Noting that every word will occur with an average frequency of 
2.5% in the corpora, it can be seen that a general model with that tsf will perform 
between matched and mismatched models. The general model will outperform the 
matched case already at tsf=10%. 

5   Discussion 

The results presented in this work clearly demonstrate dependence of emotion models 
on the spoken phonetic content for both, acted and spontaneous emotions, and  
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employing the two typical types of emotion recognition engines (1.4k large-feature-
space turn-level SVM and MFCC space frame-level HMM/GMM) (see [Vlasenko, 
2007]).. In future works we therefore aim at investigation how this could be exploited 
by use of unit-specific models.  
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Abstract. In this paper we study the impact of three main factors on
measuring the reliability of the annotation of non-acted emotions: the
annotator biases, the similarity between the classified emotions, and the
usage of contextual information during the annotation. We employed
a corpus collected from real interactions between users and a spoken
dialogue system. The user utterances were classified by nine non-expert
annotators into four categories. We discuss the problems that the nature
of non-acted emotional corpora impose in evaluating the reliability of the
annotations using Kappa coefficients. Although deeply affected by the so-
called paradoxes of Kappa coefficients, our study shows how taking into
account context information and similarity between emotions helps to
obtain values closer to the maximum agreement rates attainable, and
allow the detection of emotions which are expressed more subtly by the
users.

1 Introduction

One of the difficulties of non-acted emotion recognition is that in most applica-
tion domains the corpora obtained are very unbalanced, because there is usually
a higher proportion of neutral than emotional utterances [Morrison et al., 2007].
Thus, the Kappa coefficients indicate very low inter-annotator agreement even
when the actual observed agreement between the annotators is high. This is
called the prevalence phenomena, which is caused by the high probability of
agreeing by chance in the neutral category. Hence, interpretation approaches
based uniquely on already established values of acceptability such as the ones
proposed by [Landis and Koch, 1977] and [Krippendorff, 2003] are not suitable
for this application domain, as they would consider most of the annotation re-
sults not reliable.

As prevalence appears as an unavoidable consequence of the natural skewness
of non-acted emotional corpora, some authors report additional measures to
complement the information provided with the Kappa coefficients. For example,
[Forbes-Riley and Litman, 2004] report on both observed agreement and Kappa,
whereas [Lee and Narayanan, 2005] report on Kappa along with an hypothesis
test. Although reported Kappa values in emotion recognition employing unbal-
anced corpora are usually low, e.g. from 0.32 to 0.42 in [Shafran et al., 2003]
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and below 0.48 in [Lee and Narayanan, 2005] and [Ang et al., 2002], there is
not a deep discussion about the problematic of Kappa values in the area, not
even in papers explicitly devoted to challenges in emotion annotation (for in-
stance, [Devillers et al., 2005]). Furthermore, even when other agreement mea-
sures are reported along with Kappa, e.g. [Forbes-Riley and Litman, 2004] and
[Lee and Narayanan, 2005], there is only one Kappa coefficient calculated (usu-
ally multi-π) and no discussion about why there is such a big difference between
the Kappa values and the other measures reported.

In this paper, we report experimental results on the annotation of the record-
ings of real interactions of users with a spoken dialogue system. The procedure
was carried out by nine non-expert annotators following two strategies: in the
former the annotators had information about the dialogue context and the users’
speaking style; in the latter, their decision was based only on the acoustics of the
utterances. With the recorded emotional corpora, we address three main issues
related to the use and interpretation of kappa coefficients in the annotation of
real emotions: i) the impact of annotator bias, that is, given a fixed number of
agreements, the effect that the distribution of disagreements between categories
has in the Kappa value; ii) the level of importance of all possible disagreements
in our task, i.e. disagreements between emotions which are easily distinguishable
should have a more negative impact in the Kappa coefficient than disagreements
in more similar categories; and iii) the benefits yielded by the use of contextual
information on the obtained agreement values and the emotions annotated.

2 Experimental Set-Up

The UAH (Universidad al Habla - University On the Line) dialogue system
was developed in our laboratory to provide telephone-based spoken access to
the information in our Department web page [Callejas and López-Cózar, 2005].
The corpus used for the experiments described in this paper is comprised of 85
dialogues of 60 different users interacting with the system. The corpus contains
422 user turns, with an average of 5 user turns per dialogue. The recorded
material has a duration of 150 minutes. The users were mainly students and
professors at the University of Granada, which is in South Eastern Spain. The
way the users expressed themselves was influenced by the Eastern Andalusian
accent, which although similar to Spanish Castilian has several differences, for
example a faster rhythm and lower expiratory strength.

To get the best possible annotation employing non-expert annotators, the la-
belling process must be rigorously designed. We have followed some of the ideas
suggested by [Vidrascu and Devillers, 2005] to decide the list of labels and anno-
tation scheme. The first step is to decide the labels to be used for annotation. Our
goal was to annotate negative emotional states of the user during the interaction
with the UAH system in order to obtain an emotional corpus to train an emotion
recognizer for the system. We have used four categories in the annotation of the
corpus: angry, bored, doubtful and neutral. The first three categories represented
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the major negative emotions encountered in the UAH corpus; whereas neutral
represented a non-negative state1.

We decided to use an odd, high number of annotators (nine) which is more
than is typically reported in previous studies [Forbes-Riley and Litman, 2004]
[Lee and Narayanan, 2005]. In our group of annotators, six were used to the
Andalusian accent and three were not. Regarding the ”segment length”, in our
study this is the whole utterance because our goal was to analyze the emotion as a
whole response to a system prompt, without considering the possible emotional
changes within the response. The utterances were annotated twice by every
annotator following both annotation schemes, the annotations were carried out
in different sessions separated by a long period of time to avoid obtaining a biased
second annotation. In the first case the annotators had information about the
dialogue context and the users’ speaking style. In the second case, the annotators
did not have this information, so their annotations were based only on acoustic
information.

The final emotion category assigned to each utterance in the ordered and
unordered schemes was the one annotated by the majority of annotators. Global
emotions for the whole corpus were then computed from the results of each of
the schemes. In situations where there was no majority emotion (e.g. 4 neutral, 4
bored and 1 doubtful), priority was given to non-neutrals (bored in the example).
If this conflict was between two non-neutral emotions (e.g. 4 doubtful, 4 bored
and 1 neutral), the results were compared between both annotation schemes to
choose the emotion annotated by majority among the 18 annotations (the 9 of
the ordered and the 9 of the unordered schemes).

On average, among the nine annotators, more than 85% of the utterances were
annotated as neutral. We have also observed that this proportion is affected in
3.4% of the cases by the annotation style. Concretely, for the ordered annotation,
87.28% were tagged as neutral, whereas for the unordered annotation the corpus
was even more unbalanced: 90.68% of the utterances were annotated as neutral.

3 Calculation of the Agreement between Annotators

Several Kappa coefficients were used to study the degree of inter-annotator agree-
ment for both annotation styles (ordered and unordered). Kappa coefficients are
based on the idea of rating the proportion of pairs of annotators in agreement
(Po) with the expected proportion of pairs of annotators that agree by chance
(Pc). The result is a proportion between the agreement actually achieved beyond
chance (Po −Pc) and all the possible agreements that are not by chance (1−Pc):

κ =
Po − Pc

1 − Pc
(1)

For our study we used five different Kappa coefficients with which we studied
two main issues: i) the impact of annotator bias, i.e. given a fixed number of
1 Positive emotions were treated as neutral because our interest was only on those

emotions that could lead to user frustration and interaction failure.
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agreements, the effect that the distribution of disagreements between categories
has in the Kappa value; and ii) the level of importance of all the possible dis-
agreements, i.e. disagreement between emotions which are easily distinguishable
should have a more negative impact on the Kappa coefficient than disagreements
in very different categories.

[Artstein and Poesio, 2005] made a considerable effort to clarify the defini-
tions of the different Kappa coefficients. In order to avoid inconsistencies, we
follow their notation for all the Kappa coefficients employed in this paper. The
simplest Kappa coefficient used was proposed by [Fleiss, 1971], which we have
noted as multi-π. The calculation of multi-π is based on Equation 1, where the
observed agreement (Po) is computed as the number of cases in which two differ-
ent annotators agreed to annotate a particular utterance with the same emotion
category:

Po =
1

UA(A − 1)

U∑
u=1

E∑
e=1

nue(nue − 1) (2)

In Equation 2, U is the number of utterances to be annotated, A the number
of annotators, E the number of emotions, and nue the number of times the
utterance ‘u’ was annotated with the emotion category ‘e’.

Fleiss assumed that all the annotators share the same probability distribution.
In our experiments, this means that the probability that an annotator classifies
an utterance ‘u’ with a particular emotion category ‘e’, can be computed as the
overall probability of annotating ‘u’ as ‘e’. This global probability was computed
as the total number of assignments to emotion category ‘e’ made by all anno-
tators (ne in Equation 3) divided by the total number of assignments (U · A).
Chance agreement (Equation 3) was then computed as the probability that any
pair of labellers annotated the same utterance with the same category, which
was assumed to be the joint probability of each of them making such assignment
independently, as they judged all the utterances independently from each others.

P π
c =

E∑
e=1

(
1

UA
ne

)2

(3)

The calculation of multi-π assumes that each annotator follows the same over-
all distribution of utterances into emotion categories. However, such a simplifica-
tion may not be plausible in all domains due to the effect of th so-called annotator
bias in the Kappa value. In our experiments, the annotator bias can be defined
as the extent to which annotators disagree on the proportion of emotions, given
a particular number of agreements. With the rest of the parameters fixed, the
Kappa value increases as the bias value gets higher, that is, when disagreement
proportions are not equal for all emotions and there is a high skew among them.
This is the so-called Kappa second paradox. Different studies of the impact of
this paradox can be found in the literature, e.g. [Feinstein and Cicchetti, 1990],
[Lantz and Nebenzahl, 1996], and [Artstein and Poesio, 2005].
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To study whether the inclusion of the different annotating behaviours could
improve the Kappa values, we calculated the Kappa value that is proposed by
[Davies and Fleiss, 1982], which we have noted as multi-κ. As happens with
multi-π, the calculation of multi-κ also relies on Equation 1, and has the same
observed agreement (Equation 2). However, for the chance agreement, it includes
a separate distribution for each annotator. Thus, in this case the probability that
an annotator ‘a’ classifies an utterance ‘u’ with an emotion category ‘e’ is com-
puted with the observed number of utterances assigned to ‘e’ by that annotator
(nae), divided by the total number of utterances (U). The probability that two
annotators agree in annotating an utterance ‘u’ with the emotion category ‘e’
is again the joint probability of each annotator doing the annotation indepen-
dently:

P κ
c =

1(
A

2

) E∑
e=1

A−1∑
j=1

A∑
k=j+1

naje

U

nake

U
(4)

Despite of including differences between annotators, multi-κ gives all disagree-
ments the same importance. In practice, all disagreements are not equally prob-
able and do not have the same impact on the quality of the annotation results.
For example, in our experiments, a disagreement between neutral and angry is
stronger than between neutral and doubtful, because the first two categories are
more easily distinguishable.

To take all this information into account we have used weighted Kappa coeffi-
cients, which put the emphasis on disagreements instead of agreements. The cal-
culation of these coefficients is based on Equation 5 (equivalent to Equation 1):

κw = 1 − P o

P c

(5)

where P o indicates observed disagreement, and P c disagreement by chance.
For all the coefficients used, the observed disagreement has been calculated as
the number of times each utterance ‘u’ was annotated with two different emo-
tion categories ej and ek by every pair of annotators, weighted by the distance
between the categories:

P o =
1

UA(A − 1)

U∑
u=1

E−1∑
j=1

E∑
k=j+1

nuej nuekdistance(ej, ek) (6)

Consequently, the computation of the weighted coefficients implies employing
distance metrics between the four emotions used for annotation (neutral, angry,
bored and doubtful). To do so, we have arranged our discrete list of emotions
within a continuous space, using the bidimensional activation-evaluation space
[Russell, 1980]. In the horizontal axis, evaluation deals with the “valence” of
emotions, i.e. positive or negative evaluations of people, things or events. In the
vertical axis, activation measures the user disposition to take some action rather
than none. Emotions form a circular pattern in this space. This is why other
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authors proposed a representation based on angles and distance to the centre.
Taking advantage of this circular disposition, we have used angular distances
between our emotions for the calculation of the weighted Kappa coefficients.
Instead of establishing our own placement of the emotions in the space, we
employed an already established angular disposition to avoid introducing mea-
surement errors. We used the list of 40 emotions with their respective angles
proposed by [Plutchik, 1980], which has been widely accepted and used by the
scientific community. In this list, bored (136.0) and angry (212.0) were explicitly
considered, but this was not the case for doubtful. The most similar emotions
found were “uncertain”, “bewildered” and “confused”, which only differentiated
in 2 in the circle. We chose “uncertain” (139.3) which was the one that better
reflected the emotion we wanted to annotate. [Plutchik, 1980] did not reflect
neutral in his list as it really is not an emotion but the absence of emotion.
Instead, he used a state called “accepting” as the starting point of the circle (0),
which we used as neutral in our experiments.

With the angle that each of the four emotions forms in the space we calculated
the distance between them in degrees. We chose always the smallest angle be-
tween the emotions being considered (x or 360-x). This way, the distance between
every two angles was always between 0 and 180 degrees. For the calculation of
the Kappa coefficients, distances were converted into weights with values be-
tween 0 and 1. A 0 weight (which corresponds to 0 distance in our approach)
implies annotating the same emotion, and thus having no disagreement. On the
contrary, weight = 1 (180 distance) corresponds to completely opposite annota-
tions and thus maximum disagreement. The resulting distances and weights are
listed in Table 1.

Table 1. Distance between emotions

Angle/
Weight

Neutral Angry Bored Doubtful

Neutral 0.00 / 0.00 148.00 / 0.82 136.00 / 0.75 139.30 / 0.77

Angry 148.00 / 0.82 0.00 / 0.00 76.00 / 0.42 72.70 / 0.40

Bored 136.00 / 0.75 76.00 / 0.42 0.00 / 0.00 3.30 / 0.02

Doubtful 139.30 / 0.77 72.70 / 0.40 3.30 / 0.02 0 / 0.00

There is not a consensus in the scientific community about the properties
of the distance measures. However, [Artstein and Poesio, 2005] have proposed
some constraints: the distance between a category and itself should be minimal
and the distance between two categories should not depend on the order (i.e.
the distance from A to B should be equal to distance from B to A). As can
be observed by the symmetry of the table, our distance measures and weights
follow these restrictions as the angle an emotion forms with itself is 0 and, as we
established to choose the minimal angle, the distance between two emotions is
the same regardless of the order.
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As can be observed in the table, the highest distances were between non-
neutrals and neutral. Thus, when calculating weighted Kappa coefficients, dis-
agreements in which an annotator judged an utterance as neutral and the other
as non-neutral were given more importance than, for example, a disagreement
between the angry and bored categories.

We calculated three weighted Kappa coefficients. The first one was α, pro-
posed by [Krippendorff, 2003]. The second was a variant called α′ proposed by
Artstein and Poesio, and the third coefficient was the β that is proposed by
[Artstein and Poesio, 2005]. All of them shared the same observed disagreement
calculation (Equation 5). Disagreement by chance for α and α′ was calculated
as:

P
α
c =

1

UA(UA − 1)

E−1∑
j=1

E∑
k=j+1

nej nekdistance(ej, ek) (7)

P
α′

c =
1

(UA)2

E−1∑
j=1

E∑
k=j+1

nej nekdistance(ej , ek) (8)

As can be observed in Equations 7 and 8, these coefficients do not consider
annotator bias. This was addressed by employing the β coefficient, with which
we have measured also the observed behaviour of each annotator:

P
β
c =

E−1∑
j=1

E∑
k=j+1

⎡
⎢⎢⎣ 1

U2

(
A

2

) A−1∑
m=1

A∑
n=m+1

namej nanekdistance(ej, ek)

⎤
⎥⎥⎦ (9)

4 Discussion of the Results

The results for each described coefficient are listed in Table 2. A plausible reason
for these results is that the incorporation of context in the ordered case influences
the annotators in assigning the utterances belonging to the same dialogues to the
same emotional categories. This way, there were no very noticeable transitions
between consecutive utterances. For example, if anger was detected in one utter-
ance, then the next one was probably also annotated as angry. Besides, the con-
text allowed the annotators to have information about the user’s speaking style
and the interaction history. In contrast, in the unordered case the annotators only
had information about the current utterance. Hence, sometimes they could not
decide whether the user was either angry or he normally spoke loudly and fast.

In addition, when listening to the corpus in the ordered scheme, the annotators
had information about the position of the current user turn within the whole
dialogue, which also gave a reliable clue to the user’s state. For example, a user
was more likely to get bored after a long dialogue, or to become angry after
many confirmation prompts generated by the system.

As can be observed in Table 2, the values of the different Kappa coefficients
also vary slightly depending on the annotating scheme used. In the unordered
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Table 2. Values of the Kappa coefficients for unordered and ordered annotation
schemes

Coefficient Unordered Ordered

multi-π 0.3256 0.3241

multi-κ 0.3355 0.3256

α 0.3382 0.3220

α′ 0.3381 0.3218

β 0.3393 0.3237

case, both taking into account annotator bias (multi-κ vs. multi-π, and β vs.
α), and weighting disagreements (β and α vs. multi-κ) improves the agreement
values. However, in the ordered case only taking into account annotator bias
enhances the agreement values, whereas weighting the disagreements reduces
Kappa. This is a consequence of the increment of non-neutral annotations in the
ordered case. Taking into account that the great majority of agreements occur
when annotators tag the same utterance as neutral, an increment in the num-
ber of emotions annotated as non-neutral provokes more discrepancies among
the annotators and thus reduces the Kappa value. Furthermore, most of the
disagreements occur between neutral and non-neutral categories, which are the
emotions with higher distances according to our weighting scheme (Table 1), thus
provoking weighted agreements to be lower in the case of the ordered scheme.

When we examined the annotation results, we found that there were remark-
able differences between the annotators who were used to the Andalusian ac-
cent. From the non-neutral emotions encountered by the nine annotators, most
of them were annotated by the ones that were not used to the Andalusian ac-
cent. This was probably caused by the confusion of characteristics of the accent
with emotional cues, for example, confusing the Andalusian fast rhythm with an
indication of anger. We studied the effect on the annotation schemes for both
kinds of annotator and obtained the results shown in Table 3.

As can be observed in the table, the annotators used to the Andalusian accent
obtained Kappa values for both annotation schemes which were more similar
(ranging between 0.3234 to 0.3621). For these annotators, the Kappa values were
smaller for the ordered scheme because there were fewer utterances annotated
as neutral.

On the contrary, annotators not used to the Andalusian accent had very
different Kappa values depending on the annotating scheme used: in the or-
dered case, values ranged from 0.5593 to 0.5697, whereas in the unordered the
values ranged from 0.3639 to 0.3746. This is due to the big decrement of the
chance agreement. The most likely reason for this is the lower number of neu-
trals annotated by annotators not used to Andalusian. This happens for both
annotation schemes, but the number of neutrals annotated is higher in the un-
ordered one, and this is why the results are more similar to those obtained by
Andalusian annotators with the unordered annotation scheme. Even though the
number of non-neutral annotations increased proportionally with the decrement
of neutrals, the unbalancement of the corpus made the probability of agreeing
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Table 3. Kappa values for the different annotator types

Andalusian annotators Non-andalusian annotators

Unordered Ordered Unordered Ordered

multi-π 0.3608 0.3234 0.3734 0.5593

multi-κ 0.3621 0.3275 0.3746 0.5598

α 0.3595 0.3248 0.3644 0.5691

α 0.3592 0.3245 0.3639 0.5688

β 0.3607 0.3265 0.3703 0.5697

by chance in the neutral emotion more important in the computation of the
overall agreement by chance. For example, in the case of multi-κ, the agreement
by chance (Pc) was calculated as the sum of agreeing by chance in each emotion
(Pc = Pneutral

c +P bored
c +P angry

c +P doubtful
c ). The values for agreeing by chance

when annotators not used to Andalusian used the ordered scheme were Pneutral
c

= 0.6645, P bored
c = 0.0052, P angry

c = 0.0069 and P doubtful
c = 0.0008. For the

rest of annotators these values were: Pneutral
c = 0.8137, P bored

c = 0.0010, P angry
c

= 0.0014 and P doubtful
c = 0.0008. Thus, Pneutral

c was the determining factor in
obtaining the global Pc.

The situation in which although having almost identical number of agree-
ments, the distribution of these across the different annotation categories deeply
affects Kappa, is typically known as the first Kappa paradox. This phenomenon
establishes that other things being equal, Kappa increases with more symmetri-
cal distributions of agreement. That is, if the prevalence of a category compared
to the others is very high, then the agreement by chance (Pc) is also high and
the Kappa is considerably decremented [Feinstein and Cicchetti, 1990].

As already reported by other authors, e.g. [Feinstein and Cicchetti, 1990], the
first Kappa paradox can drastically affect Kappa values and thus must be con-
sidered in its interpretation. There is not an unique and generally accepted inter-
pretation of the Kappa values. One of the most widely used is the one presented
by [Landis and Koch, 1977], which makes a correspondence between intervals for
Kappa values and interpretations of agreement. Following this approach, our ex-
perimental results indicate fair agreement for both annotating schemes and with
the four different Kappa coefficients. Alternatively, [Krippendorff, 2003] estab-
lished 0.65 as a threshold for acceptability of agreement results. Hence, consider-
ing this value, our 0.3393 highest Kappa would not be acceptable. However, most
authors seem to agree in that using a fixed benchmark of Kappa intervals does
not provide enough information to make a justified interpretation of acceptabil-
ity of the agreement results. In order to provide a more complete framework, a
number of authors, e.g. [Dunn, 1989], propose to place Kappa into perspective by
reporting maximum, minimum and normal values of Kappa, which can be calcu-
lated from the observed agreement (Po) as follows [Lantz and Nebenzahl, 1996]:

kappamax =
P 2

o

(1 − Po)2 + 1
; kappamin =

Po − 1

Po + 1
; kappanor = 2Po − 1 (10)
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For the same observed agreement, the possible values of Kappa can deeply
vary from kappamin to kappamax depending on the balancement of the corpus.
Kappamax is obtained when maximally skewing disagreements while maintain-
ing balanced agreements, whereas kappamin is obtained when agreements are
skewed and disagreements balanced. Kappanor does not correspond to an ideal
value of Kappa, but rather to symmetrical distributions of both agreements and
disagreements. As observed in Table 4, the displacement between actual and
normal values was smaller in the ordered scheme. Thus, contextual information
does not only allow recognizing more non-neutral emotions, but also obtaining
Kappa values which, although smaller than in the unordered scheme in absolute
value, are much closer to the normal and maximum agreement values attainable
and further from the minimum.

Table 4. Kappa minimal, observed, normal and maximal values in the ordered and
unordered schemes

multi-π multi-κ α α’ β

Unord. Ord. Unord. Ord. Unord. Ord. Unord. Ord. Unord. Ord.

κmin -0.062 -0.086 -0.069 -0.085 -0.046 -0.064 -0.046 -0.064 -0.046 -0.064

κo 0.326 0.324 0.335 0.326 0.338 0.322 0.338 0.329 0.339 0.324

κnor 0.767 0.686 0.767 0.686 0.823 0.759 0.823 0.759 0.823 0.759

κmax 0.770 0.693 0.770 0.693 0.825 0.763 0.825 0.763 0.825 0.763

As stated in [Lantz and Nebenzahl, 1996], departures from the kappanor value
indicate asymmetry in agreements or disagreements depending on whether they
are closer to the minimum or maximum value respectively. Our results corrob-
orate that reporting Kappa values is more informative when they are put into
context, as we obtain a valuable indicative of possible unbalancements that has
to be considered to reach appropriate conclusions about reliability of the annota-
tions. For example, in our case there were significant departures from kappanor

in all cases, which corroborates that there was a big asymmetry in the cate-
gories. This is due to the prevalence phenomena discussed in Section 1 (first
Kappa paradox).

Finally, to obtain a more approximate idea about the real level of agreement
reached by the nine annotators, we report the values of the observed agreement

Table 5. Observed agreement for all annotation schemes and annotator types

Observed agreement Weighted observed agreement

Unordered
Total 0.8836 0.9117
Andalusian 0.8950 0.9197
Non-andalusian 0.8767 0.9050

Ordered
Total 0.8429 0.8800
Andalusian 0.8761 0.9049
Non-andalusian 0.8578 0.895
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in Table 5, which has been used along with Kappa by other authors in different
areas of study, e.g. [Ang et al., 2002] [Forbes-Riley and Litman, 2004]. As can be
observed in the table, in all cases the observed agreement was above 0.85. This
measure does not take into account the high probability of agreeing by chance
in the neutral category, and thus values were not higher for the annotators not
used to the Andalusian accent in the ordered case.

5 Conclusions

We have shown that when evaluating the reliability of the annotation of non-
acted emotions corpora, very low Kappas can be obtained (Table 2) which are
usually much lower than the agreement values observed (Table 5). This is due
to the unavoidable natural skewness of such corpora, in which there is usually
a noticeable prevalence of the neutral categories. We have discussed other co-
efficients that can be reported along with Kappa, such as observed agreement
and minimal, maximal and normal Kappa values, in order to obtain meaningful
interpretations about the reliability of the annotations.

Additionally, our experimental results show that employing contextual infor-
mation about the users’ speaking style and the history of the interaction allowed
the annotation of more non-neutral emotions in our speech database. Unfortu-
nately, this translates into lower Kappa coefficients as most of the agreements
occur for neutrals. However, although the Kappa value and the observed agree-
ment percentages were lower when using contextual information, we found that
it can be useful to obtain results which are closer to the maximum Kappa val-
ues achievable. Besides, as shown in Table 5, giving a weight to the different
disagreement types considerably incremented the observed agreement between
annotators. We have presented a method to compute distances between such
disagreements.

Our results indicate that multiple annotators should be used for annotat-
ing natural emotions to obtain reliable emotional corpora. One possible way to
overcome the problem of high chance agreements, is maximizing the observed
agreement. For example, [Litman and Forbes-Riley, 2006] propose the usage of
“consensus labelling”, i.e. to reach a consensus between annotators until a 100%
observed agreement is obtained.
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Abstract. In this research we investigate the relationship between emotion and 
cooperation in dialogue tasks. It is an area were still many unsolved questions 
are present. One of the main open issues is the labeling of “blended” emotions 
and their recognition. Usually there is a low agreement among raters in labeling 
and naming emotions and surprisingly emotion recognition is higher in a condi-
tion of modality deprivation (only acoustic or only visual vs. bimodal). Because 
of this previous results we don’t ask raters to directly label emotions, but to use 
a small set of features (as lips or eyebrows shape) to annotate our corpus. The 
analyzed materials come from an audiovisual corpus of Map Task dialogues 
elicited with a script. We point out the “emotive” tokens by simultaneous re-
cordings of the phsychophysiological indexes (ElectroCardioGram ECG, Gal-
vanic Skin Conductance GSC, ElectroMyoGraphy EMG). After this selection 
we annotate each token with our multimodal annotation scheme. Each annota-
tion will lead to a cluster of signals identifying the emotion corresponding to a 
cooperative/non cooperative level; the last step involves agreement among cod-
ers and reliability of the emotion description. Future research will deal with 
brain imaging experiment on the effect of putting emotions into words and the 
role of context in emotion recognition. 

1   Task and Material: Map Task Revisited  

Map Task is a cooperative task involving two participants used for the first time by 
the HCRC group at Edinburg University [Anderson et al., 1991]. In this task two 
speakers sit opposite one another and each of them has a map that the other cannot 
see. One speaker, designated the Instruction Giver, has a route marked on her map; 
the other speaker, the Instruction Follower, has no route. The speakers are told that 
their goal is to reproduce the Instruction Giver's route on the Instruction Follower's 
map. The maps are not identical and the speakers are told this explicitly at the begin-
ning of their session. However, it is up to them to discover how the two maps differ. 
In our Map Task the two participants sitting one in front of the other are separated by 
a short barrier or a full screen. They both have a map with some objects. Some of 
them are in the same position and with the same name, but most of them are in differ-
ent positions or have names that sound similar to each other. One participant (the 
giver) must drive the other participant (the follower) from a starting point (the bus 
station) to the finish point (Rovereto Castle). They are both native Italian speakers. A 
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further condition is added: the follower or the giver could be alternatively a confeder-
ate with the aim of getting the giver angry. It is said to the participants that the whole 
task should end in no more than 15 minutes. The confederate at minutes 4, 9 and 13 
acts the following script [Anderson et al., 2005]: 

- “You driving me in the wrong direction, try to be more accurate!” 
- “It’s still wrong, this can’t be your best, try harder! So, again, from where   

you stop” 
- “You’re obviously not good enough in giving instruction” 

During this dialogue the giver psychophysiological state is recorded and synchronized 
with video and audio recordings. This elicitation and collection method allow us 
pointing out that at that moment something is happening at the peripheral nervous 
system level, an emotive state is felt by the participant as her heart rate and skin con-
ductance are significantly different from the resting state and the task state. At the 
same time it is a quite impossible recognizing which is the felt emotion on the basis of 
these data [Cacioppo et al., 2000]. Thus, it is up to our coding scheme to label multi-
modal aspects of the emotive tokens, recognizing which is the emotion display and 
the correlation with cooperative behavior performed at the same time. 

2   Method 

The emotion annotation coding scheme used to analyze our map task chunks partially 
follows [Craggs and Wood, 2004] and [Martin et al., 2006] annotation schemes of 
blended emotions. As for the emotions analyzed by those authors, our corpus emo-
tions are expressed at different blending levels (i. e. blending of different emotion and 
emotive levels). In Craggs and Wood opinions’ annotators have to label the given 
emotion with a main emotive term (e. g. anger, sadness, joy etc.) correcting the emo-
tional state with a score ranging from 1 (low) to 5 (very high).  

From a cognitive and neuroscience point of view several studies have shown how 
emotional words and their connected concepts influence emotion judgments and, as a 
consequence, emotion labeling (for a review see [Feldman Barrett et al., 2007]). 
Moreover research on yemotion recognition by face display found out that some emo-
tions as anger or fear are discriminated only by mouth or eyes/eyebrows configura-
tion. Face seems to be evolved to transmit orthogonal signals, with a lower correlation 
each other, which are deconstruct by the human filtering functions as optimized inputs 
[Smith et al., 2005], [Susskind et al., 2007]. On the basis of these findings, we decide 
not to label emotions directly. We attribute valence and activation to verbal and non-
verbal signals “deconstructing” them in simpler signs with implicit emotive dimen-
sions. Thus, in our coding scheme a smile would be annotate as “)” and a large smile 
as “+)”, meaning a higher valence and activation (see Fig. 1.). One of the aims of this 
coding scheme is to separately annotate expressions of upper and lower part of face to 
find out if these two indexes suffice to label blended emotions as well as “prototypi-
cal” emotions, as suggested by PCA analysis of emotion expressions.  

As our corpus is multimodal, we analyze and annotate different communication 
modalities: nonverbal (ranging from face to gesture and posture), verbal (speech) and 
pragmatics (cooperation and turn management) as it is shown in Table 1. 
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Fig. 1. Example of representation of mouth data from annotation scheme into an emotional 
space 

Table 1. Modalities involved in the multimodal analysis 

Modality Expression type 

Eyebrows 

Eyes 

Gaze 

Mouth 

Facial displays 

Head 

Hand gestures 
Gestures 

Body posture 

Segmental Speech 

Suprasegmental 

Cooperation Pragmatics/ 

Conversation 

      Analysis 
Turn management 

) 

valence

activation

__ 

( 

(- 

+) 
O 
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3   The Coding Scheme 

Selected audio and video clips are orthographically transcribed. For orthographic 
transcription we adopted a subset of the conventions applied to LUNA project corpus 
transcription [Rodríguez et al., 2007]. 

As regards cooperative behavior we listed different types of cooperative or not co-
operative utterances disrupting or following Gricean cooperative maxims (see Table 2. 
[Davies, 2006] adapted): 

Table 2. Cooperation types implemented in our coding scheme and corresponding levels  

No answer to question: cooperation level -2 

No information add when required:  cooperation level -2 

Inappropriate reply (no giving info): cooperation level -1 

Giving instruction: cooperation level 0 

Question answering y/n: cooperation level +1 

Repeating instruction: cooperation level +1 

Question answering y/n + adding info: cooperation level +2 

Checking the other understands (ok? Are you there?): cooperation level +2 

Spontaneous info/description adding: cooperation level +2 

 
We also analyze turn management: we annotate turn taking of giver and follower, if 

one of them give the turn to the other (even when speaker is offering the speaking 
turn to the interlocutor), the kept or hold of the conversation turn. 

As regards facial expressions we analyze upper and lower part of the face. Thus an 
analysis of emotive labial configurations as well as eyebrows patterns and forehead 
wrinkles are implemented in our annotation system. The annotation is based on a little 
amount of signs similar to emoticons. We sign two levels of arousal using the plus 
and minus signs. In particular, as regard mouth movements: 

• Closed lips: when the mouth is closed choose closed label. 
• Corners up: e.g. when smiling,  ); +) very happy . 
• Corners down: e.g. in a sad expression, (, +( very sad.  
• Protruded: when the lips are rounded, O. 
• Lip biting: when one of the lips is bite, usually lower lip. 
• 1 corner up: for asymmetric smiles. 
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As regard Gesture, the categories used to annotate hand movements are taken 
mainly from McNeill’s work [McNeill, 2005]. Hand gesture annotation presupposes 
the so-called gesture phrases identification as a markable. In fact to simplify the anno-
tators work we do not try to capture the internal structure of a gesture phrase (i. e. 
preparation, stroke and retraction phases). In other words, annotators find the gestures 
she have to annotate marked, and can go on with emotive aspects tagging. The tag-
ging of the shape of hand gestures is very simplified in comparison with the coding 
scheme used at the McNeill Lab. We only take into account the two dimensions 
Handedness and Trajectory, without analyzing orientation and shape of the various 
parts of the hand(s), and we define trajectory in a very simple manner, similar to what 
is commonly done for gaze movements. The semantic-pragmatic analysis consists of 
the categorization of the gesture type in semiotic terms, the second concerns the 
communicative functions of gestures. We also score the emotive aspects of gesture 
inspiring to the annotation scheme used for the emoTv database [Martin et al., 2006]. 
Speed and temporal expansion of gesture are both calculated in frame per second. 

Coding scheme is implemented in AnViL, a well known software allowing us to 
analyze audio and video features (see Fig. 2). 

Fig. 2. Display of the Coding Scheme Implemented in AnViL 
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4   Conclusions and Future Works 

Cooperative behavior and its relationship with emotions is a topic of great interest in 
the field of dialogue annotation. Even emotion annotation in dialogue is an open 
issue. Usually emotion annotation achieves a low agreement among raters and sur-
prisingly the emotion recognition is higher in a condition of modality deprivation 
(only acoustic or only visual vs. bimodal). Cognitive and neuroscience research on 
emotion shows that emotion recognition is a process performed firstly by sight and 
processed by limbic system, but the awareness and the consequently labeling of 
emotions are mediated by prefrontal cortex. Moreover a predefined set of emotion 
labels can influence the perception of emotive facial expressions. Thus we decide to 
deconstruct each signal without attributing directly an emotive label. Even if we 
don’t have final results we considerate promising the implementation of neurosci-
ence evidences on transmitting and decoding facial expression of emotions in com-
putational annotation schemes. Further research will carry out an fMRI experiment 
to investigate the influence of task and context on labeling emotions expressed by 
the face.  
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Abstract. This paper presents a Wizard-of-Oz (Woz) experiment in the call 
routing domain that took place during the development of a call routing system 
for the TeliaSonera residential customer care in Sweden. A corpus of 42,000 
calls was used as a basis for identifying problematic dialogues and the strategies 
used by operators to overcome the problems. A new Woz recording was made, 
implementing some of these strategies. The collected data is described and dis-
cussed with a view to explore the possible benefits of more human-like dia-
logue behaviour in call routing applications.  

1   Introduction 

This paper discusses the possibility of making the interaction with natural-language 
call routing systems more human-like through different dialogue strategies, improved 
interaction control and utterance unit segmentation, and explores possible benefits of 
such dialogue behaviour in call-routing and similar applications. We use a large cor-
pus of 42,000 Woz dialogues, where wizards were given the possibility to route prob-
lematic calls back to themselves and to act as operators. Based on an analysis of 82 
such human-human intervention dialogues, we re-designed the system prompts in the 
Woz setup to capture the operators’ behaviour in the intervention dialogues. We  
collected 188 new calls with the modified Woz setup in order to study the effect of 
adding more human-like dialogue behaviour to a call routing dialogue system. Spe-
cifically, we wanted to investigate if the new behaviour would elicit longer and se-
mantically richer user utterances, and whether it would affect the quality of service. 

2   Natural Language Call Routing Systems 

The goal of customer care centres in large companies is to direct callers to the appro-
priate human operator or self-service application. In simpler cases, this can be auto-
mated using a voice controlled menu system, in which callers should ideally be  
presented with no more than four to six choices at each dialogue step. This is a limita-
tion which makes voice controlled menu systems and system directed dialogues in 
general unsuitable for call centres where the number of possible reasons for calling is 
large, since it is difficult and time consuming to navigate large menu trees. Another 
problem is that the design of menu trees typically reflect the solution to the problem, 
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while the callers usually only know the effects of the problem – the symptoms – and 
call to find the solution [Acomb et al., 2007]. Making callers navigate a menu tree 
that reflects, from the point of view of the callers, an unknown problem solving struc-
ture is not likely to be optimal. Another possibility is to ask callers to describe their 
symptoms and let an automatic classifier decide to which tree node they should be 
directed. Systems automatically directing callers based on their verbal description of 
their concern are called natural language call-routing systems. Callers are either 
routed to the appropriate human operator or self-service application, or taken through 
additional dialogue steps allowing the system to obtain more information. This kind 
of call-routing is becoming increasingly more common in commercial settings. Well-
known examples include the AT&T How May I Help You (HMIHY) [Gorin et al., 
1997], Bell Canada’s 310-BELL customer service line, and more recently the en-
trance to TeliaSonera residential customer care in Sweden [Wirén et al., 2007]. A 
related application is that of automated technical support [Acomb et al., 2007].  

3   Human-Like Dialogues 

In this paper we explore the possible benefits of adding more human-like conversational 
behaviour to commercial call routing systems, under the hypothesis that when con-
fronted with more human-like system behaviour, callers are more likely to behave as if 
they were speaking to a human operator. This hypothesis is supported by other studies. 
For example, users of spoken dialogue systems generally produce shorter utterances 
than when they speak to human beings [e.g. Zoltan-Ford, 1991]. A finding from early 
data collections in the HMIHY project [Gorin et al., 1997] provides a relevant example. 
Gorin and colleagues noted a unimodal distribution and a very long tail in the histogram 
of utterance length. On closer inspection, the long utterances turned out to be inter-
spersed with backchannel feedback by the operator. When similar interactions were 
recorded with pre-recorded prompts (and no backchannel feedback), the long tail disap-
peared, and a bimodal distribution appeared, with the extra mode on very short utter-
ances. Gorin and colleagues call this particular computer-directed manner of talking 
menu-speak. Others have used other terms for this type of talk, for example computerese 
[Gustafson et al., 1997], machine talk [Martinovsky and Traum, 2003], and computer 
talk [Fischer, 2006]. The hypothesis that human-like system behaviour elicits user be-
haviour that is more like human-human dialogue and less menu-speak is also supported 
by a large number of studies on entrainment, showing generally that people adapt their 
speaking behaviour to the behaviour of their interlocutor, even if that happens to be a 
computer [Bell, 2000, Brennan, 1996, Garrod and Pickering, 2004]. Finally, the hy-
pothesis is in effect revisited and put to the test in the experiments reported here.  

As noted above, people generally produce longer and more semantically rich utter-
ances when speaking to humans than when speaking to computers, and a principal 
reason for wanting callers to behave more like when speaking to humans in call rout-
ing applications is to elicit longer, richer utterances. As a call routing system analyses 
callers’ verbal descriptions to automatically route the call, short menu-speak may 
force the system to prompt callers for many pieces of information, making it very 
similar to traditional menu based customer care systems. Longer and semantically 
richer descriptions stand a better chance of containing sufficient information for  
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appropriate routing. That this information can be utilised by human operators is evi-
dent, but whether current call-routing technology can make as much use of it is an 
open question. The technology used by Gorin and colleagues in the 90s was not 
helped by the longer human-human data (A. Gorin, personal communication, Febru-
ary 2nd 2006), and to the extent that the necessary information is present in the utter-
ances, this represents a challenging task for the data miners. 

4   Wizard of Oz Collections 

Wizard-of-Oz (Woz) simulation is often used for collection of human-computer data 
when building a fully functional system is impractical or too expensive. In a Woz 
simulation, a human (the wizard) performs (part of) the system’s functions unbe-
knownst to the subject, who is led to believe the system is fully automated and opera-
tional. As a typical example, Woz data collections are used in the early stages of a 
spoken dialogue system project to gather the first set of data on which the various 
models used by the system are based [Wooffitt et al., 1997]. Traditionally, wizards 
have been asked to produce output that resembles what can be expected from a talk-
ing computer, rather than from a person, so that the collected data will be representa-
tive for such interactions [Dahlbäck et al., 1993], and in many Woz collections, the 
wizard is the system designer and the subjects are friends or students that are given 
scenarios with tasks to solve with the system. Allwood & Haglund argue that the 
wizard and the subjects play roles at several possibly conflicting levels in Woz collec-
tions [Allwood and Haglund, 1992]. At the same time, the wizard has the role of the 
researcher and is playing the role of the system. Similarly, the user has the role of a 
subject in a scientific study whilst playing the role of a customer.  

In a paper describing the development of the TeliaSonera call routing system 
[Wirén et al., 2007], Wirén et al. argue that the role playing aspects of traditional Woz 
collections make them unsuitable for use in the initial steps of developing a call rout-
ing system, since “we want to learn not just how callers express themselves, but also 
what kind of tasks they have, which obviously rules out prewritten scenarios.” To 
overcome the lack of realism in traditional Woz collections they conducted what they 
coined an in-service Wizard-of-Oz data collection, where real customer care operators 
acted as wizards handling calls from real customers with real problems. Using actual 
customer care operators as wizards provided valuable feedback on dialogue and 
prompt design. Furthermore, by allowing the wizards to route complicated calls to 
themselves, the in-service Woz setup yielded follow-up dialogues representative of 
how a human operator would sort out the problem at hand. These human-human dia-
logues are the basis for the present study. Porzel has proposed a similar variation of 
Woz simulations, which he called WOT (Wizard and Operator Test) [Porzel, 2006]. 
WOT involves a human operator acting as wizard. At a predefined moment, an obvi-
ous system breakdown is simulated, after which the operator stops acting as a wizard 
and takes the call in person, telling the caller that the system broke down and that 
(s)he will have to handle the remaining tasks. The result is that human-computer 
(wizard) and human-human (operator) data is collected within the same dialogue. In 
this paper, a combination of the in-service Woz and WOT methods is used to explore 
possible benefits of adding human-like conversational behaviour in a call routing 
system. The method is summarised in the following steps: 
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1. Perform an in-service Woz collection, in which the wizards are encouraged to 
intervene when the pre-defined prompt set is insufficient and causes communi-
cation problems. 

2. Analyse the intervention dialogues to gain information about how the problem 
was solved and what linguistic and/or conversational resources were used. 

3. Re-design the system prompts, adding dialogue features identified in the step 2. 
4. Perform a second round of in-service Woz collections. 
5. Compare relevant aspects of the interaction with the first collection. 

 

Steps 2-5 can be iterated using all available intervention dialogues as a source of 
information when seeking more dialogue features to investigate. In this method, the 
wizards themselves decide when it is necessary to resort to intervention dialogues, 
making it more labour intensive than the WOT method, which always results in two 
types of dialogue for each recording. However, in an in-service Woz, the WOT 
method is not feasible, since deliberately causing system failure would annoy paying 
customers. More importantly, the wizards’ decisions on when to intervene give valu-
able information about the limitations of the current set of system prompts. Finally, 
the method clearly identifies callers who have problems describing their errand in 
menu-speak, and allows us to investigate whether they also have problems describing 
it with human-directed talk. 

5   Three Call Routing Dialogue Collections 

The call routing data collections and corpora described here are all in Swedish. The 
examples given are all translated from Swedish to English by the authors. The general 
statistics of the corpora are as follows: 
 

Label # dialogues mean # turns/dialogue 
ISWOZ-I 2228 4.6 

INTERVENT 82 10.2 
ISWOZ-II 188 6.4 

 

All corpora have been labelled on the utterance level with a small label set: INITIAL 

HMIHY was used for the first open prompt, DESCRIPTION for the callers’ description of 
the nature of their requests, HMIHY for a general request for more details, FOLLOW-UP 

QUESTION for requests for specific information, ANSWER for the callers’ responses to 
FOLLOW-UP QUESTIONS, GREETING for greetings on both sides, CHANNEL for channel 
checks verifying that parties could hear each other, FEEDBACK for feedback, META for 
turns that discussed the dialogue itself (What did you say?) or the nature of the 
speaker (Are you a human or machine?). ROUTING was used when callers were in-
formed that they were being directed to an operator. The corpora and their collection 
are described in detail in the following. 

5.1   In-Service Woz I (ISWOZ-I) 

In 2005, the Swedish telecom operator TeliaSonera developed a Swedish natural 
language call routing system for their main customer care line, a service which han-
dles 14 million calls per year since its deployment in 2006. During the development, 
42,000 calls were collected in an in-service Woz, in which the wizards were ten real 
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customer care operators that handled real incoming calls [Wirén et al., 2007]. The 
initial open prompt was designed to inform callers that they were talking to a ma-
chine, but that they could express themselves freely. The wording was: “Welcome to 
Telia. Here you describe the nature of your request in your own words instead of 
pressing buttons on your phone. If you say what you need help with I can direct you 
to the correct place in the customer care centre. What are you calling about?” After 
this initial open prompt, the system engaged in a system-driven, menu-based dialogue 
in those cases additional pieces of information was needed to route the call. In case 
the dialogue got stuck, the wizards had the option to let the system say “You are now 
being directed to an operator” (the same utterance that was used when routing was 
successfully achieved), whilst routing the call to themselves, effectively taking over 
the call in the role of the operator (done in about 5% of the calls). The design decision 
in this collection was to use system prompts that would signal that it was a machine 
talking, in order to limit the callers’ expectations on the system’s understanding capa-
bilities [see also Boyce, 1999]. In particular, the aim was to achieve consistency be-
tween the initial open prompt and the subsequent system-driven disambiguation 
prompts. We will call the corpus collected in this design in-service Woz I (ISWOZ-I), 
to contrast with the second in-service Woz described in this paper (ISWOZ-II).  

5.2   The Operator Intervention Dialogues (INTERVENT) 

The second data set (INTERVENT) was obtained as an effect of the design of the in-
service Woz. It consists of 82 of the ISWOZ-I dialogues that lead to a communication 
breakdown. As a result of the breakdown, these dialogues have two parts: the first 
part is the Woz dialogue leading to the breakdown, and the second is the human-
human dialogue taking place afterwards, as operators routed the calls to themselves. 
The dialogues are of particular interest since they give access to callers that had a hard 
time describing their reason for calling to a machine. It is worth noting that the prob-
lems leading to interventions were not insurmountable. The operators succeeded, 
without exception, in collecting the information needed to route these calls in the 
human-human dialogue. Furthermore, a small number of specific reasons causing the 
Woz dialogues to get stuck were discernible: (1) many dialogues never got started, as 
the caller was unsure whether the system was listening when they said “Hello?”, al-
though the system responded “This is a voice controlled system where you describe 
the nature of your request in your own words. You can for example say...”; (2) callers 
found it hard to match their problem to the multiple-choice voice menus; (3) callers 
would occasionally answer “yes” to multiple choices given by the system; and (4) 
callers began by providing background information, either personal, as in “This is 
Lars, calling from Stockholm”, or task-related: “I ordered broadband from you three 
weeks ago”, for which the system had no response. After taking over the calls, opera-
tors solved all these issues with ease: for (1), they simply responded with “Hello, 
what’s your problem?”; (2) did not reappear, callers were perfectly able to describe 
their concerns to the operator; (3) was avoided by asking a yes/no question instead, 
such as “Does it concern your land line?”, using the most probable choice in that 
context, to which the caller typically responded “Yes” or “No, my cell phone” (there 
was not one instance of operators presenting multiple choices to get information in the 
82 calls); and (4), finally, was typically handled with short utterances like “ok”, “hi”, 
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“uh-huh” or “yes” encouraging the caller to continue describing their concerns (these 
feedback utterances constitute 24% of all operator utterances in these dialogues). To 
conclude, the operators made use of basic conversational skills by responding 
promptly to channel checks and greetings and encouraging callers to keep talking by 
providing feedback.  

5.3   In-Service Woz II (ISWOZ-II) 

The analysis of the INTERVENT data led us to make a second in-service Woz collection 
(ISWOZ-II) to investigate how well the wizards would perform their task if given a 
redesigned prompt piano with which they could generate the behaviour they displayed 
in the intervention dialogues. Furthermore, we wanted to see how callers would react 
when faced with a dialogue system displaying such dialogue strategies. The setup 
with real customer care operators acting as wizards was kept and used to collect 188 
new calls. The new collection was explicitly designed to make the system more hu-
man-like. In order to avoid moral indignation in the callers by pretending to be a real 
human operator, the calls began with a different voice announcing that “You are now 
being directed to an automatic voice controlled operator” followed by a 7 second 
silence. Then the newly designed initial open prompt “Welcome to Telia how may I 
help you?”, read in a casual manner, was presented. The multiple-choice voice menus 
were replaced by the kind of yes/no-questions the operators had used. In addition, 
there was a prompt to be used to follow up no-answers: “So what is it about?” “Yes, 
hello?” and “Hello, what is you reason for calling?” were added as responses to chan-
nel checks and greetings; Finally, we added generic requests for more information 
such as “Could you tell me more” and a repertoire of feedback utterances (e.g. “uh-
huh”, “ok”, and “yes”) to be used to encourage callers to continue speaking. The wiz-
ards were only given 15 minutes to get acquainted with the new layout of the prompt 
piano before starting to handle real calls from the customer care line. Table 1 contains 
a typical ISWOZ-II dialogue, showing that the wizards frequently used the feedback 
options that had been added to the prompt piano. 

Table 1. Labelled dialogue example from ISWOZ-II 

 Utterance Label 

Wizard Welcome to Telia how may I help you! INITIAL HMIHY 

Caller Yes hello? CHANNEL? 

Wizard Hello! CHANNEL! 

Caller Oh sorry, the thing is that I got a bill from you... DESCRIPTION 

Wizard Mm… FEEDBACK 

Caller Amounting to 800 something… DESCRIPTION 

Wizard Okay... FEEDBACK 

Caller 
But the thing is that I have moved my subscription to X, and my 
subscription with you should have ended in Jan. 

DESCRIPTION 

Wizard Yes… FEEDBACK 

Caller So I don’t understand why I got a bill from you and it is on 800 kr! DESCRIPTION 

Wizard Is it for your phone at home? FOLLOW-UP QUESTION 

Caller Yes. ANSWER 

Wizard Okay, wait while I connect you… ROUTING 
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6   Effects of Human-Like Dialogue Behaviour 

An analysis of ISWOZ-II showed a rate of 94% successful calls; 3% where callers hung 
up prematurely; and 3% in which the human operator intervened – in all cases either 
because the caller did not speak Swedish or because they had to inform the caller to 
call another phone number to get help. This can be compared with 89% successful 
calls in ISWOZ-I, where 9% hung up during or immediately after the initial open 
prompt, while 2% lead to intervention.  

6.1   Effects on Caller Talkativity 

Another effect of human-like dialogue strategy is reflected by differences in turn 
lengths in the three collections (see Fig. 1). For example, whereas the callers’ descrip-
tions were considerably longer in ISWOZ-II than in ISWOZ-I, they were equally long in 
ISWOZ-II and in the human-human dialogues (INTERVENT). Also, it seems that one to 
two-word turns were more frequent in ISWOZ-I than in the other datasets. The cumula-
tive distributions of turn length were furthermore very similar for ISWOZ-II and INTER-

VENT, but quite different from that of ISWOZ-I (see Fig. 2). The fact that one and two 
word utterances were common in the descriptions, suggest that many speakers use 
menu-speak in ISWOZ-I. 
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Fig. 1. Median caller turn length (in number of words) for different turn types 
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Fig. 2. Cumulative distribution of turn lengthsin the two Woz collections and in the human-
human intervention dialogues for all turn types and for the description type separately 
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6.2   Effects on Turn Type 

The effects of human-like dialogue is also reflected by differences in the distribution 
of turn types in the corpora (see Figure 3). Figure 3 suggests that the dialogue strate-
gies in ISWOZ-II resulted in dialogues that were more like those in INTERVENT than 
those in ISWOZ-I. It is worth noting that the amount of FOLLOW-UP QUESTION from the 
wizard/operator and the corresponding ANSWER from callers were considerably 
higher in ISWOZ-I than in the other corpora, although the dialogues in these corpora 
were as successful as the ones in ISWOZ-I. This suggests that the FEEDBACK utterances 
used in ISWOZ-II and INTERVENT is a successful strategy to elicit the required informa-
tion. Finally, the dialogue strategies in ISWOZ-II elicited more greetings, channel 
checks and questions about the nature of the speaker, which the wizards were able to 
respond to using the new prompts added for this purpose.  
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Fig. 3. Distribution of turn types (%) in the three corpora for the wizard/operator side of the 
conversations and the caller side 

In order to examine in more detail how the wizards handled the calls, the flow of 
turn types (including both participants) in ISWOZ-II was analysed. Figure 4 shows a 
dialogue flow chart that covers 90% of all caller/wizard turns in ISWOZ-II. Arrows 
representing less than 5% of the utterance have been excluded to avoid cluttering. Most 
callers (65%) described their reason for calling immediately after the initial open 
prompt. After such descriptions, the wizards did one of three things: if they had enough 
information they routed the call (34%); if they lacked a certain piece of information 
they posed a follow-up question (32%); and if the description contained too little in-
formation they used feedback like “ok” (28%). The distribution of these choices is 
approximately an even three-way split. Figure 4 also shows that feedback proved to be 
a very efficient way of getting callers to provide further descriptions (92%). Respond-
ing appropriately to greetings, channel checks and meta questions had a similar effect 
and also proved efficient for making callers describe their reason for calling.  

6.3   Effects of Turn-Taking Behaviour  

Wizards often refrained from responding when a caller stopped talking, so there is a 
number of pauses within caller turns in the corpora. In the following we compare 
ISWOZ-II and INTERVENT with respect to such pauses, and any speaker internal silence 
of more than 200ms is considered a pause. We also discuss the duration of gaps, that 
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Fig 4. Flow chart of the dialogues in ISWOZ-II. System turns are marked with shaded boxes 

is silences at speaker changes. 40% of all caller utterances in ISWOZ-II contain one or 
more pauses, which can be compared with 25% in INTERVENT. The median gap duration 
in INTERVENT is about 200ms in both directions, whereas the median pause duration is 
almost 500ms. In ISWOZ-II, the median gap duration in speaker changes from caller to 
wizard increases to 950ms, which seemingly influences the callers to some degree, as 
the median gap duration from wizard to caller is almost 500ms. The median pause 
duration in ISWOZ-II is almost 700ms. Figure 5 shows the cumulative distribution of 
pauses and gaps in ISWOZ-II and INTERVENT. Note that in INTERVENT, the distribution 
of gap duration (right panel) is quite similar for speaker changes in both directions.  

Although the distribution of gap durations in caller-wizard speaker changes in IS-
WOZ-II is different to that in wizard-caller speaker changes and both are slower than 
the same changes in INTERVENT, the distributions seem to lend support to the notion 
that gap duration is a feature that interlocutors mimic from each other, as the callers’ 
turn-taking is much slower when speaking to the slower system (Figure 5, right 
panel). Figure 5 corroborates earlier findings that silence duration thresholds are in-
sufficient to create good turn-taking in dialogue systems, as pauses are as long or 
longer than gaps [e.g. Edlund et al., 2005]. 
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As we are aiming for a more human-like system in ISWOZ-II, we want that the in-
crease in gap length in speaker shifts should appear at places where one would expect 
longer gaps from human interlocutors. To test this, we analysed the effect of the  
discourse context on gaps in INTERVENT and ISWOZ-II. The flow-chart in Figure 4 illus-
trates the shifts described in the following. Regarding the behaviour of the wiz-
ard/operator, both corpora have more long gaps between DESCRIPTION and FOLLOW-UP 

QUESTION or ROUTING. Conversely, short gaps are more common between DESCRIPTION 
from the callers and FEEDBACK from the wizard, as well as after channel checks from 
the caller. The effect on the callers is also similar in the two corpora. In both corpora, 
the callers have more long gaps after requests for information from the wiz-
ard/operator, and before channel checks. In ISWOZ-II callers often made long gaps 
before inquiring whether it was a human or machine talking. These inquiries were 
often followed by a very swift reply from the wizard stating that it indeed was a ma-
chine, which again was often followed by a long gap. Finally, short gaps are more 
common between FEEDBACK from wizard/operator and further DESCRIPTION from the 
caller.  

7   Discussion 

In the data collections discussed here, the wizards did things current call-routing tech-
nology generally cannot handle. In both in-service Woz collections, wizards did not 
base their turn-taking behaviour strictly on silence duration thresholds, like spoken 
dialogue systems commonly do. In particular, they did not barge into hesitation 
pauses. Refraining from barging in when speakers hesitate or pause can be achieved 
in several ways. The problem has been approached using combinations of semantic 
and dialogue state information, as in [Bell et al., 2001, Nakano et al., 1999, Skantze 
and Edlund, 2004]. These approaches require that input be processed incrementally, 
in chunks much smaller than turns, as recognised by Allen et al., who argue that in-
cremental interpretation of user input is necessary for the interaction with spoken 
dialogue systems to become more natural [Allen et al., 2001]. An alternative or com-
plementary approach that distinguishes pauses (in speech) from gaps between speak-
ers is using prosodic information [Edlund et al., 2005]. Such approaches can avoid 
violating in-speech pauses, while at the same time making it possible for the system to 
respond considerably faster when appropriate. 

In ISWOZ-II, wizards frequently used the feedback options (e.g. “uh-huh”, “ok”) to 
encourage the callers to continue their description, and such feedback can indeed be 
viewed as a fast way of saying “tell me more”. In order to use feedback in the manner 
of the wizards, the system needs to know when to respond with ROUTE, FOLLOW-UP 

QUESTION, and FEEDBACK. The contents of the calls collected give a clear impression 
that the operators utilised prosody, semantics, and pragmatics in making this three-
way decision. A preliminary analysis of the content in caller descriptions preceding 
each of these choices suggests that in excess of 50% of the FEEDBACK choices were 
preceded by descriptions that can be classified as background information, such as “I 
called you before”. Conversely, less than 5% of the FEEDBACK decisions were pre-
ceded by ellipses and other condensed utterances, although these were not uncommon 
in the material, giving rise to 30% of both ROUTE and FOLLOW-UP QUESTION decisions. 
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The use of feedback after background information makes sense, since it is not possi-
ble for the wizards to route and it would be hard to know which follow up question to 
choose without more information. This problem faces fully automatic systems as well, 
and brief feedback utterances could help matters considerably. Deciding when the 
system should provide brief feedback could be done by other means as well. If the 
categoriser used for the routing provides confidence measures, one could use feed-
back responses until a certain confidence is reached or until some time-out is  
exceeded. Feedback could also be used until the caller has spoken a certain preset 
number of words, given that we have statistics of how many words it usually takes to 
get good categorisation results. 

We may also note that the whole idea of using brief feedback responses is associ-
ated with increasing callers’ trust in the system. By creating dialogue that appears 
more human-like, callers’ talkatively is increased, and we occasionally need callers to 
talk more than they generally do when faced with a machine. Note, however, that we 
are not suggesting we build spoken dialogue systems that behave as human operators 
in every respect. It is sufficient that the system exhibits behaviour that elicits the same 
kind of descriptions as those found in caller-human operator calls, or to quote Cas-
sell: “a machine that acts human enough that we respond to it as we respond to an-
other human” [Cassell, 2007]. We have shown similarities between caller behaviour 
in INTERVENT, the human-human dialogue corpus, and ISWOZ-II, the second in-service 
Woz data collection in which we aimed for more human-like dialogue. If these simi-
larities are anything to judge by, we might say that we at least in part succeeded with 
this ambition. 
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Abstract. There are compelling reasons to endow dialogue systems with hu-
man-like conversational abilities, which require modelling of aspects of human 
behaviour. This paper examines the value of using human behaviour as a target 
for system behaviour through a study making use of a simulation method. Two 
versions of system behaviour are compared: a replica of a human speaker’s be-
haviour and a constrained version with less variability. The version based on 
human behaviour is rated more human-like, polite and intelligent. 

1   Introduction 

Content, form and timing shape our interpretation of utterances as well as their speak-
ers, and the phrasing of utterances in spoken dialogue systems (SDSs) affects how the 
systems are received. [Norman, 1988] states that we should provide a good concep-
tual model, allowing users to predict the effects of their actions. A plausible model for 
spoken language is human conversation, in which we express complex meaning; 
engage in social relationships; and solve problems. However, many human manners 
(e.g. hesitations; false starts and repetitions; fragmental utterances; and brief feed-
back) are not in the repertoire of current SDSs, yet research shows that their variation 
brings information beyond the literal meanings of words and affect our comprehen-
sion [Brennan, 2000; Arnold, Fagano and Tanenhaus, 2003]. To make SDSs more 
human-like, we need output that is coherent with human behaviour. This paper intro-
duces a method to test the effects of human behaviour in SDSs: to simulate an SDS 
behaving much like a human by replacing one of the parties in a recording of human-
human conversation with a synthetic voice. A first study is presented: non-
participating listeners were asked to compare two different versions of SDS behaviour 
in dialogue.  

2   Data Collection and Stimuli Preparation 

The human-human dialogues used for this study were collected during the develop-
ment of the KTH Connector [Edlund and Hjalmarsson, 2005], an SDS acting as a 
personal secretary. 10 subjects were used: 2 posing as secretaries and 8 as callers. The 
secretaries took calls over VoIP. They were given a fictional employer’s personal 
agenda, and asked to act as personal secretaries. The callers were asked to book a 
meeting. The dialogues are about 10 minutes long and in English. All dialogues were 
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transcribed orthographically, including repetitions, hesitations and false starts. Two 
dialogues were chosen as stimuli for this experiment. In these, the secretary’s voice 
was replaced with a synthetic voice, creating the illusion of a human interacting with 
an SDS. Two versions were created from each dialogue: a word-by-word replica of 
the human speaker (UNCONSTRAINED) and a version based on the same set of transcrip-
tions, but constrained lexically through transformations to obtain more limited  
variability (CONSTRAINED). Similar transformations are suggested in [Jönsson and Dahl-
bäck, 2000]. These transformations were applied: (a) remove filled pauses, repetitions 
and false starts; (b) remove any information not directly relevant for the task (banter); 
(c) reduce lexical variation to one word per meaning only; (d) make brief feedback 
more explicit – “Ok”, for example, was transformed to a full confirmation such as “ok 
a Chinese restaurant”; (e) replace pronouns unless referring to an entity in the same 
utterance with the nouns to which they refer; and (f) remove system (secretary) barge-
ins. The resulting dialogues differ in presentation, while preserving the literal mean-
ing in the context of the conversation: (UNCONSTRAINED) mm she she has a dinner on 
Friday mm but she is available on Saturday and Sunday and on Thursday as well; 
(CONSTRAINED) Anna is available for dinner on Thursday Saturday and Sunday. Both 
versions were produced using Mbrola synthesis [Dutoit, Pagel, Pierret, Bataille and 
Van der Vreken, 1996]. Apart from minor edits to transcriptions, no acoustical ad-
justments were done. Note that the choice of voice is not principally important in this 
study: the same voice was used in both cases and the focus of the study was on the 
lexical content of the utterances rather than on acoustic characteristics. 

3   Method 

23 subjects (15 male and 8 female) between 23 and 65 years of age acted as judges. 
None had professional experience of speech technology. The test was web-based, 
with a form and sound clips. Subjects where led to believe the clips were of people 
interacting with a fully operational SDS. The test contained the two stimuli dialogues, 
divided into units of about 2-3 utterances each. Each such unit was presented with two 
sound clips: UNCONSTRAINED and CONSTRAINED, in random order, and subjects were not 
told how the versions differed. They were asked to compare the two versions on five 
dimensions, four of which were chosen as they describe characteristics closely associ-
ated with human behaviour, the fifth because it is frequently used in SDS evaluations: 
(1) HUMAN-LIKENESS: the system behaves like a human would do in a similar situation; 
(2) POLITENESS: the system acts polite towards the caller; (3) INTELLIGENCE: in the con-
text of this dialogue the system behaves intelligently; (4) Display of UNDERSTANDING: 
the system behaves as if it understands the caller well; and (5) EFFICIENCY: the system 
tries to help the user in an efficient way. The subjects were further asked to state 
which version they would prefer, were they to interact with a similar type of system. 
The subjects chose one of the clips for each dimension, or no difference if they con-
sidered the clips equal on some dimension. After completion, they were asked to 
provide their rating of the importance of the dimensions, on a scale between 1, not 
important at all, and 5, very important. 
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4   Results 

A McNemar test showed significant differences for HUMAN-LIKENESS, POLITENESS and 
INTELLIGENCE (p=0.05), but no significant differences for EFFICIENCY and UNDERSTAND-

ING, neither was there any preference for a particular version (Fig.1.). 
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Fig. 1. Judgments (%) distributed over strategies and dimensions 

Efficiency in SDSs is traditionally measured quantitatively (e.g. number of words, 
syllables or utterances to complete a task; see e.g. [Walker, Kamm and Litman, 
2000]). To see how such metrics relate to EFFICIENCY, the qualitative metric, the num-
ber of syllables in each system utterance was calculated. The difference in syllables 
between versions was calculated as a percentage and checked for correlation with 
EFFICIENCY, but no support for such a correlation was found.  EFFICIENCY was also 
checked for correlations with the other dimensions. A strong correlation (Pearson’s 
correlation coefficient = 0.93) was found between EFFICIENCY and UNDERSTANDING (Fig. 
2). EFFICIENCY appears to be rated subjectively rather than by the relative length of the 
dialogues.  
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Fig. 2. Correlation between % EFFICIENCY 
and % UNDERSTANDING 

Fig. 3. Mean importance ratings  (1-not impor-
tant at all and 5- very important) 

Figure 3 shows the subjects’ ratings of the importance of each dimension. All di-
mensions yield averages > 3. POLITENESS and HUMAN-LIKENESS, both of which were more 
frequently associated with UNCONSTRAINED, receive the lowest ratings. However, these 
dimensions were highly correlated with the preferred version (POLITENESS p=0.93; HU-

MAN-LIKENESS p=0.72), suggesting that subjects were unaware of what type of behaviour 
they prefer. This is in line with findings that respondents are often unaware of the 
processes underlying their decision (see [Nisbett and Wilson, 1977] for an overview). 
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5   Discussion 

The results of this study suggest that people have no problems accepting SDSs based 
on more human behaviour, at least not when judging the interactions of others. The 
results also support that utterances retaining a larger part of the full spectra of human 
conversational behaviour are considered more human-like, more intelligent and more 
polite, compared to utterances with more constrained variability, and that no negative 
effect on the perception of efficiency and level of understanding can be found. This is 
interesting since the features removed in the CONSTRAINED version – disfluencies in 
many accounts – are often regarded as flaws of language. Interestingly, efficiency was 
not correlated with the utterance length, yet length measures are often used as effi-
ciency measures in SDS evaluations. This may be less of a contradiction than it 
seems: in task-oriented SDSs, there is often a near-linear relationship between dia-
logue length and mis- or non-understandings, since there are typically fixed strategies 
for error handling and utterance generation, and requests for confirmations or repair 
sequences are only produced when problems occur. Human-human dialogue shows no 
linear relationship between errors and dialogue length – humans are economic speak-
ers, but not in the same sense as SDSs. Non-task related information, hesitations and 
repetitions do not necessarily arise as a result of communicative problems.  
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Abstract. In this paper we address the problem of how to make conversational 
agents socially aware. State-of-the-art conversational agents cannot deal with 
multi-user situations where the user-system dialog is interleaved with discus-
sions between users. We describe the development of an algorithm for deter-
mining addressee-hood of user utterances. The algorithm makes errors in  
determining addressee-hood for individual utterances, classifying utterances in-
tended for the system as utterances intended for the other user and the other 
way around, creating unexpected situations in the agent’s behaviour. This raises 
the question of how to design the conversational agent so that the users under-
stand why the agent behaves in particular ways. We describe a study aimed at 
obtaining guidelines for the design of a socially aware conversational agent. We 
conclude that principles for modelling the behaviour of the agent are to be de-
rived from theories about human communication rather than from theories 
about human-computer interaction.  

1   Introduction 

Imagine a scenario in which a user interacts with a multimodal interface to book a 
flight or plan a vacation. The system may ask questions by speech and display results 
of queries on the screen, and the user may enter query parameters by speech and acti-
vate fields on the screen. There are many demonstrators showing that this can be done 
with reasonable success. That is to say, as long as the user is alone. This is because 
most research on speech-based interfaces implicitly assume a ‘single user - single 
system’ scenario. However, many applications involving speech concern situations 
where the presence of several people is highly likely and interaction with the applica-
tion is interleaved with interaction between humans. Thus, people may be interacting 
with a speech-based database query system such as an integrated trip planner or an 
automated real estate agent, and the interaction with the system is interleaved with 
discussions between the users about search parameters or intermediary results. 

Current systems, lacking contextual awareness, assume that all the speech that ar-
rives at the microphone is intended for the system, and will in many cases react to a 
user utterance with “I’m sorry, I didn’t understand, could you please repeat”. For 
utterances that are not addressed at the system this is not only incorrect, it is also 
socially inappropriate since it is likely to interrupt the ongoing human-human conver-
sation. In order to deal with this problem, we need to make systems aware of the com-
municative context so that they understand who is being addressed and may display 
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socially appropriate behaviour. Of course, we could apply solutions such as Push-to-
talk buttons, enabling the user to indicate explicitly when speech is intended for the 
system. However, such solutions bring their own problems. In addition, we want to 
explore solutions that enable the users to interact in a more natural way, i.e., to exploit 
information that is provided implicitly rather than only relying on explicit informa-
tion. In other words, we need to teach these systems the rules for appropriate  
turn-taking behaviour. However, most research on and computational models of turn-
taking behaviour have concentrated on two-party dialogues (e.g. [Cassell et al., 1999] 
[Thórisson, 2002]), whereas the current situation concerns three-party dialogue, for 
which much less research has been conducted (notable exceptions are [Takemae et al., 
2003] [Vertegaal et al., 2001]). 

In previous papers [[Bakx et al., 2003] [Terken et al., 2007] [van Turnhout et al., 2005] 
we studied the behaviour of users in such triadic conversations, both when interacting 
with an automated information retrieval service and when interacting with a human 
agent, in order to determine what features could be used to enable automatic determi-
nation of addressee-hood by means of perceptual technologies. It was found that both 
visual, auditory and contextual information contributed to determination of addressee-
hood. In the visual modality the primary cue for addressee-hood was eye gaze: speak-
ers have a tendency to look at the person or agent they are addressing. In the auditory 
modality, the content of the utterance contained information about addressee-hood. 
However, it was also found that utterance length might contribute to determination of 
addressee-hood, since utterances directed at the system differed in length from utter-
ances directed at the fellow user. Finally, dialogue context might contribute to deter-
mination of addressee-hood; for instance, user utterances following a question by the 
system had a higher likelihood of being directed at the system than utterances follow-
ing a user utterance.  

A naïve Bayes classifier was constructed to determine to what extent addressee-
hood may be determined automatically (this is further elaborated in section 2). Fea-
ture combination resulted in a classification accuracy of .84 (recall .80, precision .33, 
corresponding to a relatively low miss rate but a high false alarm rate, the imbalance 
being due to the fact that users often watched the screen when talking to the other 
user, a finding that is in line with findings reported in [Argyle and Graham, 1977]). For 
offline recognition and classification tasks such a performance is not too bad and in 
fact poses interesting challenges to engineers to improve the classification perform-
ance. However, when we want to include automatic determination of addressee-hood 
in an actual system, this performance means that the system will make frequent mis-
takes in determining the addressee of an utterance. Thus, it may erroneously classify a 
user utterance that was intended for the fellow user as an utterance intended for the 
system and produce a response (false alarm), which means interrupting the conversa-
tion between the users. Or it may erroneously classify a user utterance that was in-
tended for the system as one that was intended for the other user (miss) and thus not 
react, resulting in a disruption of the dialog.  

In human-human communication, mis-interpretations of addressee-hood may occur 
but are relatively rare and are usually repaired easily once they have occurred (by 
statements such as “no, I was not talking to you” or “hey, I was talking to you”). 
However, given the current Precision and Recall figures, corresponding to a relatively 
high incidence of cases where the system mis-interprets the addressee-hood of user 
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utterances, we reasoned that it might help if the interface provided information about 
its inferences concerning the addressee-hood of user utterances, in order to make the 
interaction more transparent. In the current paper we address the question of how to 
achieve such transparency. In section 2 we describe the development of an algorithm 
for determining addressee-hood. In section 3 we describe a study with iterative inter-
face design and small-scale evaluations of interface concepts for conveying informa-
tion about the system’s inferences about addressee-hood. We conclude by discussing 
the present findings and issues for further research.  

2   Determining Addressee-Hood 

The studies described in [Bakx et al. 2003] and [van Turnhout et al., 2005] involved pairs 
of two users planning a trip and asking a travel information system about train depar-
ture and arrival times. The users were provided with information about interesting 
places to visit, and the two users were given different priorities concerning their inter-
ests and return times, in order to elicit negotiation about the places to visit and travel 
times. Analyses of the materials that were collected in the studies showed that user 
utterances directed at the other user and utterances directed at the system could be 
differentiated on the basis of visual, auditory and context features. (In the studies of 
triadic human-human communication reported in [Terken et al., 2007] user utterances 
could also be directed both at the other customer and the travel agent, but such utter-
ances did not occur in the studies of mixed human-human-computer interaction.) 

A naïve Bayes classifier was constructed by which user utterances could be classi-
fied as intended for the system or intended for the other user on the basis of informa-
tion about eye gaze, utterance duration and dialogue context. Eye gaze was estimated 
from head orientation; in the experiments people and system were arranged physically 
such that a shift in eye gaze from the system to the partner or the other way around 
required a shift in head orientation, and head orientation could be measured in an 
unobtrusive way more easily than eye gaze. More information on the feature defini-
tions and the classifier may be found in [van Turnhout et al., 2005]. 

Inspection of classification performance (accuracy .84, recall .80, precision .33) 
showed that head orientation was the most effective cue: leaving it out had the strong-
est effect on classification performance. The dialogue context feature (denoting the 
preceding dialog event) was next most effective, but almost all utterances belonged to 
one particular class so that this feature had little differentiating power. Utterance 
length had relatively little impact on classification performance, but since the dia-
logue context feature had little differentiating power, it still made sense to include 
utterance length as a feature as well. 

Given the fact that researchers have used different data sets, different sets of fea-
tures, different feature definitions, different tasks and different evaluation metrics, it 
is difficult to compare performance across different studies. However, one study that 
is worth mentioning is [Katzenmaier et al., 2004], who studied addressee-hood determi-
nation in mixed human-human-robot communication and included a feature represent-
ing the fit of the incoming utterance into the language model of the system. They 
found that head orientation was the most powerful cue to addressee-hood and that 
adding the fit into the language model gave only a slight improvement.  
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In sum, user utterances can be classified with reasonable success as being intended 
for the other user or the system on the basis of information about head orientation, 
utterance length and dialogue context, and the system may then take appropriate ac-
tion (either responding or withholding a response) accordingly.  

2.1   Predicting Addressee-Hood 

While the classification task described in the previous section concerned the classifi-
cation of the current utterance, in the context of a working system we would rather 
have predictions about the upcoming utterance. In the former case, information about 
the addressee-hood of the utterance becomes available after the utterance. However, if 
the user knows that the system is likely to classify the upcoming utterance as intended 
for the system of for the other user, s/he is already able to predict whether the system 
will respond or not to the upcoming utterance, and s/he may alter his/her behaviour in 
order to increase the likelihood of a correct classification. For example, while talking 
to the other user, s/he may be looking at the screen, therewith increasing the likeli-
hood that the system will classify the next utterance as being intended for the system. 
Now, getting feedback about this from the system, the user may look away from the 
system, therewith informing the system that the utterance is in fact intended for the 
other user. 

On the basis of this reasoning, we also investigated whether the addressee-hood of 
the upcoming utterance could be decided on the basis of feature values for the previ-
ous utterance. Whereas the accuracy for the earlier classification task was .84, the 
accuracy for predicting the addressee of the upcoming utterance was .69 (Precision 
.37, Recall .65), on the basis of the head orientation and dialogue context of the previ-
ous utterance (utterance length gave a result at chance level).  

So we conclude that the previous utterance already contains information about the 
addressee-hood of the upcoming utterance, and this information can be used to pro-
vide the user with advance information about the system’s current assumptions about 
whether it will be addressed in the next utterance and whether it is likely to respond 
after that utterance. This information may then be used by the user to adjust his/her 
behaviour in order to communicate more effectively and avoid disruptions of the 
dialogue flow. In the next section we describe a study aimed at investigating how to 
visualize information about the system’s inferences about addressee-hood in order to 
create a transparent interface. 

3   Visualizing the System State  

As outlined in the previous section, the algorithm that we devised will make mistakes 
leading to two types of unexpected and undesirable events. Given a particular user 
utterance, either the system will assume that it is addressed while in fact it is not. In 
this case the system will respond while it should not, therewith interrupting the con-
versation between the users. Or the system will assume that it is not addressed while 
in fact it is. In this case the system will not respond while it should, leaving the dia-
logue in a waiting state. So, the fact that the system makes such addressee-hood mis-
takes will create uncertainty in the users, and they may wonder “if I speak to the  
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system, will it understand that I’m addressing it?” and “if I speak to my partner, will 
the system understand that I’m not addressing it?”. In order to enable the users to 
answer such questions, the system might provide information to the users about its 
inferences about addressee-hood, according to Nielsen’ design heuristic concerning 
Visibility of system status: “The system should always keep users informed about 
what is going on, through appropriate feedback within reasonable time” [Nielsen, 
1994].  

Therefore, a question to be addressed is how to visualize such information. We 
generated interface concepts based on two different philosophies. One philosophy, 
derived from Schneiderman [Shneiderman, 1992], holds that Human-Computer Interac-
tion is a field in its own right and that there is no a priori reason to devise interface 
concepts that emulate strategies from human-human communication. Inspired by this 
philosophy, we devised interface concepts in which the system visualized its infer-
ence that the user was or was not going to address the system by indicating whether 
information could be entered into the system or not. More details of the interface 
concepts will be presented below.  

A second philosophy holds that, certainly in the area of conversational interfaces, it 
does make sense to emulate strategies from human-human communication, precisely 
because the users are already familiar with them. A good source of strategies in hu-
man-human communication is provided by Clark’s analysis of language use [Clark, 
1996]. Arguing that communication is cooperative action and the addressee needs to 
play an active role in the communication, Clark analyses language use in terms of 
four levels of action, as follows.  

 

Level Speaker A’s actions Addressee B’s actions 
4 A is proposing joint project w to B B is considering A’s proposal of w 
3 A is signalling that p for B B is recognizing that p from A 
2 A is presenting signal s to B B is identifying signal s from A 
1 A is executing behaviour t for B B is attending to behaviour t from A 

 

In order for communication to be successful, B needs to provide feedback to A 
about the state of the communication, and A needs to look for evidence at all levels. 
In the context of addressee-hood, level 1 is of special interest. As Clark notes and as 
has been shown in a number of studies of communicative behaviour, eye gaze of the 
listener is the primary evidence that the addressee is attending to the speaker.  Of 
course, appropriate responses by the addressee to the speaker’s utterance are another 
type of evidence that the communication is successful, but this information becomes 
available only after the utterance. This brings us to the dimension of time, and we see 
that evidence of successful communication at lower levels becomes available earlier 
than evidence at higher levels. In fact, for successful communication to be possible, 
the speaker should verify that s/he has the listener’s attention already before the start 
of the utterance. 

Inspired by Clarks’ analysis of language use, we formulated a design principle for 
conversational systems, stating that the system should display active listening behav-
iour. In particular, it should provide adequate feedback to the speaker at different 
levels of action at appropriate times. Concretely, this means that, for the speaker to 
address the system successfully, the system should already display signals of attention 
before the start of the utterance.  
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We may now reformulate our question and ask what philosophy is most productive 
for generating concepts by which we can communicate the system’s assumptions 
about addressee-hood of user utterances. In the next sections we describe the ap-
proach [section 3.1], and the concepts generated under the two design principles and 
the setup of the tests and the results [section 3.2]. 

3.1   Approach 

Given the complexity of the design space, we opted for a research-by-design approach 
rather than an experimental approach in which a few versions are evaluated in facto-
rial experiments. In a research-by-design approach, interface concepts are realized and 
subjected to tests, often with small numbers of subjects, in order to elicit user com-
ments. The user comments serve to inform the design of new or modified concepts, 
which are then in turn subjected to tests with users. In this way, an iterative approach 
provides qualitative information about whether the concepts achieve their goals.  

In each iteration, two concepts were designed and tested, derived from the two phi-
losophies discussed above. One concept always included typical GUI elements, ap-
propriate for Human Computer Interaction. We will refer to concepts instantiating this 
philosophy as the HCI concept. The other concept was always grafted on human-
human communication and aiming to realize convincing behaviour for a Conversa-
tional Agent. We will refer to this series of concepts as the CA concept. 

A last element of the approach was the use of a bionic Wizard of Oz approach, 
meaning that simulated components are combined with automated components. Since 
we were interested in exploring concepts for providing information to users about the 
system’s assumption about addressee-hood of user utterances, we did not care too 
much about implementing a fully automated dialogue system. Instead, a Wizard of Oz 
environment was set up containing the following elements: a) a module for automatic 
addressee-hood determination taking input from b) a module determining the head 
orientation of the user and an accompanying person and c) a module for speech diari-
zation, providing information about who is speaking when; d) a dialogue manager; e) 
an output module visualizing the assumptions of the system about the addressee-hood 
of the user utterances (the visualizations are described below) and displaying relevant 
information on a screen. In earlier studies it had been found that the user’s task was 
facilitated if the system showed a form displaying the values for search parameters 
that had already been fixed and that were under discussion, and the parameters that 
had still to be fixed [Sturm et al., 2002] [Sturm et al., 2005]. Therefore such a form was 
included in the current interface as well. The dialogue manager and the speech recog-
nition and natural language processing components, were replaced by a Wizard of Oz 
module. In the current context, one particular dialogue strategy needs to be men-
tioned. In cases where the system assumed that utterances were intended for the sys-
tem, the wizard extracted relevant information from the user utterance and displayed 
it in the corresponding field of the form (e.g. a station name or a departure or arrival 
time; in case no relevant information could be extracted, the next open field in the 
form was filled by question marks) and a prompt was started asking for the next pa-
rameter, except when the users were involved in further discussion. Concretely, this 
means that in the case of false alarms the system gave only visual output but did not 
interfere in the user conversation through spoken prompts. A more complete descrip-
tion of the test environment can be found in [van Turnhout, 2007]. 
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The tests had always the same structure. Two people planned a joint trip to a place 
of interest (museum or zoo) and had to find out the train schedule for an outward trip 
and a return trip. The two participants were provided with tourist information and 
were given different interest profiles to make them discuss options concerning places 
to visit and time to travel. In all cases participants first went through a practice session 
in which they planned two trips, but no information about the system’s assumptions 
about addressee-hood was provided. The practice session was intended to familiarize 
the users with the task and the nature of the dialogue. 

3.2   Design Iterations and Tests 

Iteration 1 
Concepts. In first instance we chose rather abstract ways to visualize the system’s 
assumptions about addressee-hood. The rationale was as follows. As indicated above, 
the interface included a form displayed on the screen, showing the search parameters 
that had been fixed and the ones under discussion and still open. Now, if we would 
have included an Embodied Conversational Agent, the form and the ECA would have 
competed for the user’s visual attention. For that reason we decided to opt for a more 
abstract visualization, so that the visualization of the system’s assumptions about 
addressee-hood could be integrated into the form. 

HCI concept: In situations where the system assumed that the upcoming utterance 
was intended for the system, the elements of the form retained their default colour 
(yellow for the logo of the Dutch railroad company), while in situations where the 
system assumed that the upcoming user utterance was intended for the partner the 
logo would turn red (analogous to greying out inaccessible options in a menu), mean-
ing that the system would not respond to the utterance (see Fig. 1a). 

                
                             (a)                                                                 (b) 

Fig. 1. Visualizations for Iteration 1: (a) HCI concept. Left panel: utterance intended for system 
- the logo retains its standard colour. Right panel: utterance intended for partner – the logo turns 
red. (b) CA concept – the form rotates in the horizontal plane towards the speaker or partner. 

CA concept: In this case the form could rotate in a horizontal plane, analogous to 
shifts in eye gaze or head orientation (see Fig. 1b). In situations where the system 
assumed that the upcoming utterance was intended for the system, the form turned 
towards the speaker, while in situations where the system assumed that the upcoming 
user utterance was intended for the partner the form turned towards the partner. (The 
underlying idea for employing a gaze-following strategy rather than a speaker-
follower strategy was that the system was considered as a kind of assistant of the user, 
and assistants often have the tendency to look at the person the “boss” is speaking at).  
Test. Four pairs of participants ran two scenarios and were interviewed afterwards. 
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Results. None of the participants noted a difference between the interface concepts. 
Also, they were not aware of the fact that the system might not react to some of the 
user utterances directed at the system. 

 

Iteration 2 
Concepts. Since participants in Iteration 1 turned out not to be aware of differences 
between the two versions, we opted for more conspicuous visualizations, making use 
of eyes, which makes the visualizations more anthropomorphic (see Fig. 2). 

 

      
                                    (a)                                                             (b) 

Fig. 2. Visualizations for Iteration 2: (a) HCI concept. Left panel: utterance intended for system 
– eye open. Right panel: utterance intended for partner – eye closed. (b) CA concept – the form 
and the eyes rotate in the horizontal plane towards the speaker or partner. 

HCI concept: A single large eye was shown next to the form, either open or closed to 
signal the interpretations “utterance intended for the system” and “utterance intended 
for the partner”, respectively (Fig. 2a). 

CA concept: A pair of eyes was added on top of the rotating form of Iteration 1  
(Fig. 2b). 

Test. Four pairs of participants ran two scenarios and were interviewed afterwards. 

Results. Some participants did not note a difference between the interface concepts. 
Other participants noted a difference, but did not attach meaning to the concepts. 
None of the participants was aware of the fact that the system might not react to some 
of the user utterances directed at the system.  
 

Iteration 3 
Concepts. Since the visualizations in Iteration 2 were still not effective, we explored 
still more obvious visualizations (see Fig. 3).  

  
                                     (a)                                                       (b) 

Fig. 3. Visualizations for Iteration 3: (a) HCI concept. Left panel: utterance intended for system. 
Right panel: utterance intended for partner. (b) CA concept – rotating bear face: when the utter-
ance is assumed to be intended for the system, the face is turned towards the speaker; when the 
utterance is assumed to be intended for the partner, the face is also turned towards the partner. 
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HCI concept: A bear’s face with an arrow pointing towards the ear or a stop sign.  

CA concept: A rotating bear’s face replacing the rotating eyes of Iteration 2. 

Test. Four pairs of participants ran two scenarios and were interviewed afterwards. 

Results. Three out of four pairs of participants noted some or all of the differences, 
and for the HCI concept they were able to come up with the right interpretation, in 
particular for the stop sign, which was interpreted as “the system is not listening”. No 
pair was able to attach the right interpretation to the CA concept.  

 

Intermediate Discussion 
So far it is clear that only rather brute visualizations manage to convey the meaning of 
the concept, and still this applies mainly to the HCI concept. However, a drawback of 
the HCI concept is that it suggests that the system is not listening, which is not pre-
cisely what we want to communicate. In human-human communication, conversa-
tional participants may still be listening without being addressed. This is known as 
overhearing, and during such situations over-hearers may pick up relevant informa-
tion. For instance a travel agent may overhear a dialogue between the customers lead-
ing to the conclusion that they do not favour a particular country, and s/he may take 
the initiative to propose alternative destinations. Since we believed that the CA con-
cept could be extended more naturally to cover this situation as well, we decided to 
explore further visualizations. 

 

Iterations 4 and 5 
Concepts. In Iterations 4 and 5 the visualizations were the same as in Iteration 3 (see 
Fig. 3). However, for the CA concept, both in Iterations 4 and 5 a speaker-following 
strategy was applied instead of a gaze-following strategy, as a speaker-following 
strategy is more in accordance with human behaviour (see [Terken et al., 2007]). Also, 
for the CA concept a rotating camera was added, for which also a speaker-following 
strategy was applied, meaning that the camera would “look” at the speaker (both 
Iterations 4 and 5). Finally, the incidence of false alarms was increased, meaning that 
the system would more often respond to user utterances that were in fact intended for 
the partner (Iteration 5 only). 

Test. In both iterations four pairs of participants ran two scenarios and were inter-
viewed afterwards. 

Results. The CA concept was interpreted correctly by seven out of eight pairs, in the 
sense that they noted that the camera applied a speaker-following strategy. In addi-
tion, they noted that the camera signalled attention of the system to the speaker, and 
one pair explicitly mentioned that they thought they could not address the system if 
the camera was not pointed towards the speaker. Finally, situations where false alarms 
led to a disruption of the dialogue were noticed by the users. 

 

Discussion 
In Iterations 4 and 5 the users noticed that the camera followed the speaker and they 
found it quite natural. The display of information on the screen in case the system 
incorrectly assumed the utterance was intended for the system was not perceived as an 
intrusion. Finally, users found false alarms that led to a disruption of the dialogue 
irritating. So we need to make sure that the dialogue strategy is devised such that the 
disruptive effect of a false alarm is minimized.  
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4   Conclusions and Discussion 

We have shown that addressee-hood of current and upcoming user utterances pro-
duced in the context of mixed human-human-system interaction can be automatically 
determined with reasonable success on the basis of fairly low-level information, al-
though the system produces a considerable number of false alarms (meaning that it 
assumes it is being addressed while in fact it is not). Therefore we developed interface 
concepts to convey the assumptions that the system makes to the users in order to 
make the interaction transparent. We have presented an iterative research-by-design 
approach testing several visualization concepts. The study gave the following results. 
(1) Applying an HCI design philosophy, we were able to develop a convincing visu-
alization informing the users that the system was not always listening. (2) Applying a 
design philosophy inspired by theories about human-human communication, we were 
able to develop a visualization that convincingly signals that the system is attending to 
the speaker. The signalling function is amplified by physical elements such as a rotat-
ing camera.  

Concerning the first finding, the problem is that we do not so much want to convey 
that the system is not listening, but rather that the system may sometimes erroneously 
conclude that it is not addressed. We conclude that we have not been able to develop a 
concept derived from HCI design principles to convey this message to the user in a 
convincing manner.  

Concerning the second finding, the positive outcome is that we have developed a 
convincing way to visualize attention to the speaker in a multi-user situation, derived 
from a design principle based on theories of human communication. A rotating cam-
era following the speaker made clear that the system was aware of the social context, 
and the users found this very natural. The negative outcome is that, within this line of 
thinking, we were not able to convey the inferences of the system concerning the 
addressee-hood of user utterances in a convincing way either. On the other hand, we 
devised a dialogue strategy that is tolerant against addressee-hood errors by exhibiting 
unobtrusive behaviour in the case of false alarms. The system responded by means of 
spoken prompts only if the users did not continue their conversation. When the user 
conversation was continuing, spoken interruptions were suppressed and the system 
displayed information that it picked up from the user conversation on the screen, 
mimicking overhearing behaviour in human communication. As a result, the number 
of spoken interruptions was minimal, while the system still exhibited contextual 
awareness. The results of intervention 5 confirmed that this is an acceptable strategy 
for dealing with multi-user situations.  Thus, we may formulate the following rules for 
dealing with addressee-hood and turn-taking for a multimodal socially aware conver-
sational agent: 

1. Display information that was extracted from user utterances on the screen. 
2. Don’t start talking when someone else is talking. 
3. If you think you are not addressed and no one else starts talking, don’t start 

talking. 
4. If you think you are addressed and no one else starts talking, start talking. 

Given the high incidence of false alarms (where the system believes it is addressed 
while in fact it is not) and the low incidence of false rejections (where the system 
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believes it is not addressed while in fact it is), these rules result in dialogues with few 
noticeable addressee-hood mistakes. And those that occur relate to situations where 
the user need to remind the system that it was being addressed (“hey, I’m talking to 
you”), a situation which can also be observed in human-human communication. 

Next steps are to conduct more rigorous testing with this concept, to refine the sys-
tem’s signalling of attention according to the findings in [Terken et al., 2007] and to 
improve the technology for overhearing, to make sure that the system picks up the 
appropriate information from the user conversation and reacts to it in an adequate 
way.  
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Abstract. Mercedes Benz presented its prototype F700 at the IAA 2007 auto-
motive fair. This paper describes the multimodal dialog component as part of 
the Human Machine Interaction concept in this car. An Embodied Conversa-
tional Agent (ECA) was integrated into the dialog system based on concepts 
from human cognitive perception. The ECA supports a more natural dialog, e.g. 
spontaneous speech or mixed-initiative. This required the implementation of an 
advanced confirmation and correction strategy taking into account both safety 
and driver comfort. We set the focus of this demonstration on the navigation 
service. 

1   Introduction 

Avatars, human-controlled virtual representatives, play a central role in today’s inter-
connected computer world as counterparts to human users. Whether in Skype (Klo-
nies) or the “World of Warcraft” computer game, avatars are becoming ever more 
popular and lend a personal, human-like touch to an otherwise cold on-line world. 
According to Oviatt [Oviatt, 1999] “in the future, more balanced systems will be 
needed in which powerful input and output capabilities are better matched with one 
another.” She suggests using avatars to enhance multimodal output interfaces. “Em-
bodied Conversational Agents” (ECA) [Cassell, 2001] are in effect computer-
controlled avatars and serve the same purpose. 

We introduced an ECA as a new concept into the car. It is used as part of the 
bridge between state-of-the-art command-and-control input to freely formulated spo-
ken dialogs of the future. The virtual female character in this dialog system puts the 
user at ease, thus encouraging him to speak more freely and naturally, and explicitly 
assists the user in carrying out more complex tasks such as specifying a destination 
for navigation. The outward appearance of the ECA was adapted to reflect both the 
company image and human cognitive aspects. Speech input is analyzed semantically 
with respect to an enhanced dialog strategy to enable the ECA to react appropriately. 
This new Human Machine Interaction (HMI) concept was successfully demonstrated 
with the Mercedes Benz prototype car at the IAA 2007 automotive fair in Frank-
furt/Main. 
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2   The Prototype 

The HMI concept of the prototype provides manual operation for the basic functions, 
whereas interactive spoken dialogs are used to deal with complex self-contained 
tasks. The manual operations are performed using the Central Control Element 
(CCE), which can be turned, slid and pressed. The initial choice of application and 
navigation within menus must be performed manually. However, once the spoken 
dialog is active, no manual operations are allowed except for interrupting the on-
going dialog. Three speech-activated applications were realized in this prototype: 
radio, telephone, and navigation. This paper focuses on the navigation application. 
Every speech application is accessible by at most three manual steps at any time. That 
guarantees a very fast access to the speech applications. 
 

 

Fig. 1. The GUI of the HMI prototype of the Mercedes Benz F700 – The navigation interface 

The screen (see Fig. 1) provides a status bar at the bottom and soft keys on the left 
side for switching to another application (telephone, radio, or navigation). The main 
area shows the relevant information of the currently activated application. The soft 
keys “Abbruch” (cancel) and “Manuell” (manual) are provided for canceling the spo-
ken dialog or switching to manual operation. 

Unlike conventional speech systems in cars, this new prototype offers an implicit 
invitation to speak. Whenever the ECA appears, the system is prepared for a speech 
input. The user may speak to the system as long it remains present. Also, he may 
interrupt system prompts or take the initiative. 

The technical basis for this prototype is the system architecture described in [Mann 
et al., 2007]. The main system components, the graphic/manual interface and the 
spoken dialog, communicate via a synchronization module (Sync). The central com-
ponent of the spoken dialog is the task-driven dialog manager (TDDM) that controls 
and manages the ongoing dialog interaction with the natural language understanding 
unit (NLU), the automatic speech recognizer (ASR), and the text-to-speech engine 
(TTS). The TTS was extended with the Charamel Avatar Software (CAS) in order to 
synchronize the speech and animation of the ECA, e.g. lip and head movements. 
These animations are defined as control characters within the prompt. So the XML 
dialog specification described in [Ehrlich and Jersak, 2006] must only be extended by 
the ECA commands and in general need not to be changed. 
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3   ECA-Guided Spoken Dialog Strategy 

The motivations for using an ECA can be summarized from the recent research on 
cognition [Rüggenberg, 2007]: The use of ECA and thus the effect on human percep-
tion should ease user reservations, provide a more user-friendly natural operation, 
increase the user’s appreciation, and give pleasure using such a system.  

To support a more natural interaction, the explicit request for speech input by a 
signal tone has been replaced with the appearance of the ECA, which implicitly indi-
cates a request for speech input. Its presence and design improves personalization and 
use of natural speech towards the system [Krämer, 2005]. Our ECA appears as a fe-
male assistant. Assigning a social role to the ECA in context of an interactive spoken 
dialog leads the user to personify the system [Jensen, 2005]. This in turn helps to 
overcome restraints and makes the user feel the tasks were easier. The degree of life-
likeness of the ECA influences the user’s expectations and acceptance of the system, 
and, consequently, the basic trust in it [Rüggenberg, 2007], [Krämer, 2005], [Krämer 
and Bente, 2002]. On this basis a medium degree of reality was chosen to balance 
expectations and acceptance. 

Badler recognized that speech is particularly suited for communicating with ECAs 
because it does not require any additional resources of the user [Badler, 1997]. Seeing 
the ECA from the corner of one's eye and getting voice feedback is sufficient to con-
duct the conversation without any further visual aid. Furthermore, this improves driv-
ing safety. In order to further increase the naturalness of the dialog, the phonetics of 
the TTS output were carefully scrutinized and modified where appropriate. 

 

 

Fig. 2. Example of a spoken dialog with ambiguous city input 

Taking into account the above described requirements and features a dialog strat-
egy was designed which supports mixed-initiative dialog and spontaneous speech, e.g. 
dealing with sentence breaks and ungrammatical phrases. Recognition alternatives, 
e.g. for cities, are not shown to the driver as a list as it is done in current in car spoken 
dialog systems, but the best alternative is assumed to be the correct choice. Picklists 
are only shown if the given information is ambiguous or contradictory, e.g. if street 
and city do not fit. This requires an advanced confirmation and correction strategy: 
confirmations usually are given implicitly as in the above example (e.g. “The city 
Frankfurt is ambiguous …”) adding an additional question to continue the dialog 
properly. Only in case of understanding problems, e.g. rejections or corrections, ex-
plicit confirmation is requested, e.g. “Frankfurt am Main?” A positive answer would 
prevent any further correction of the given value. Otherwise the driver is free to cor-
rect all input at each time. 
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4   Conclusion 

The HMI prototype of the Mercedes Benz demonstrator using an embodied conversa-
tional agent (ECA) for multimodal dialog systems was very successful. We accom-
plished our goals: ease user reservations in using the dialog system, provide more 
user-friendly natural operations, increase the user’s appreciation, and comfort using 
the system. To achieve these goals we extended the dialog concept and improved the 
dialog strategy taking into account cognitive aspects and perceptive concepts. 

We adapted our system architecture and dialog specification to support natural out-
put of the ECA, i.e. lip-synchronization and specific prompt reactions. This prototype 
was received favorably by the press and visitors at the IAA 2007 automotive fair in 
Frankfurt am Main. Overall this HMI has the potential for satisfying the requirements 
for intuitive use and user friendliness. An evaluation of the system is planned to verify 
the success of the prototype and detect ways for improvement. 

For the sake of driving safety, we have deliberately separated manual and speech 
input. Future research concerning ECA-guided dialog systems in the car could deal 
with real multimodal interactive dialogs, merging our already existing concepts for 
multimodal dialogs with the above concepts regarding ECAs. 
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Abstract. This demo paper presents the first version of the Reminder, a proto-
type ECA developed in the European project MonAMI, which aims at “main-
streaming accessibility in consumer goods and services, using advanced  
technologies to ensure equal access, independent living and participation for 
all”. The Reminder helps users to plan activities and to remember what to do. 
The prototype merges ECA technology with other, existing technologies: 
Google Calendar and a digital pen and paper. This innovative combination of 
modalities allows users to continue using a paper calendar in the manner they 
are used to, whilst the ECA provides verbal notifications on what has been writ-
ten in the calendar. Users may also ask questions such as “When was I supposed 
to meet Sara?” or “What’s on my schedule today?”   

1   Introduction 

This demo paper presents the first version of a multimodal spoken dialogue system 
developed within the European project MonAMI (http://www.monami.info/). The 
objective of the MonAMI project is to demonstrate that accessible, useful services for 
elderly and disabled persons living at home can be delivered in mainstream systems 
and platforms. The technology platforms delivering the services are largely derived 
from standard technology, and integrate elements such as wearable devices, user in-
teraction technology, and service infrastructures to ensure quality of service, reliabil-
ity and privacy. The services are delivered on mainstream devices and services such 
as digital-TV, cell telephones and broadband Internet.  

As traditional human-machine interfaces often assume a degree of computer liter-
acy and are unintuitive to those unfamiliar with technology, development of innova-
tive interfaces is also a part of the MonAMI project. The overall goal is to relieve 
human-computer interaction from some of the demands posed on the cognitive, visual 
and motor skills of the user, especially for elderly and disabled persons. Conversa-
tional interfaces are a radically different approach to human-machine interaction 
where the interaction metaphor is shifted from desktop manipulation to spoken dia-
logue, modelled on communication we are intrinsically familiar with: human-human 
face-to-face spoken dialogue. The result is an ECA – an embodied conversational 
agent, communicating with speech, facial expression, gaze and gesture.  The innova-
tive interfaces effort within MonAMI aims to develop interface technology based on 
the ECA; to implement a prototype that will be evaluated with users in the target 
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group; and to adapt and use existing design and evaluation methods, based on end 
user involvement, for gaining understanding of IT functions and services that are 
considered meaningful by people with disabilities and people close to them. This 
demo paper presents the first version of the Reminder, the prototype ECA developed 
in the project in order to reach these goals. 

2   Domain 

The choice of target application for an ECA prototype was informed by the services 
allocated for the Swedish FU centre (a Feasibility and Usability centre where user 
tests are held in lab-like conditions) in MonAMI, and in particular by meetings held 
with two potential users, both of whom have had a brain tumour and have cognitive 
disability, to identify potential areas addressing real key problems in their daily life. 
Based on these interviews, the choice fell on an application helping users plan activi-
ties and remember what to do. The overall application design is largely based on re-
quirements from the interviews with the potential users, both of whom used a range of 
reminder applications and devices: paper calendars, paper notes, PDA calendars, 
electronic whiteboards, and SMS notifications, and both of whom expressed interest 
in using an ECA for getting notifications. The reminder addresses this by supporting 
pen input as well as speech, as illustrated by the following scenario: 
 
December 14 
10:00 When speaking to Sara on the phone, Peter and Sara agree on a meeting at 12:00 

the next day. Peter writes this down in his calendar. 
December 15 
8:00 Peter: What happens today? 
 System: At 12 o’clock you have written “meeting with Sara”. 
 Peter: Ok, remind me 1 hour ahead. 
 System: OK, I will remind you att 11 o’clock. 
   

10:00 Peter: When is my meeting with Sara? 
 System: You have written “meeting with Sara” at 12 o’clock.  

I will remind you at 11 o’clock. 
 Peter: Ok, thank you 
 
The domain presents hard challenges for ECAs. For example, the things a person may 
want to be reminded varies indefinitely, which is a problem for speech recognition. 

3   System 

The Reminder application architecture is based on the Higgins architecture [Edlund, 
Skantze and Carlson, 2004]. The architecture is chiefly designed to cater to development 
and research needs, such as flexibility and ease of use, and places few constraints on 
components, which can be implemented in any language and run on any platform. 
Figure 1 shows the components and the message flow in the Reminder application. 
From the ASR, the top hypothesis with word confidence scores (2) is forwarded for 
natural language understanding components. First it is sent to the robust interpreter 
Pickering [Skantze and Edlund, 2004], which makes a robust interpretation of this  
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Fig. 1. The Reminder architecture 

hypothesis and creates context-independent semantic representations of communica-
tive acts (CAs). The results from Pickering (3) are forwarded to the discourse model-
ler Galatea [Skantze, in press], which may be regarded as a further interpretation step 
taking dialogue context into account. Galatea adds these to a discourse model (DM). 
The discourse model (4) is passed to the Reminder Action Manager, which initiates 
systems actions. The Reminder uses Google Calendar as its backend. When the dis-
course model is updated by a user request for calendar information, the action man-
ager searches Google Calendar  (5) to generate a system response in the form of a CA 
(7), which is passed to a component called Ovidius [Skantze, 2007]. Ovidius generates 
a textual representation of the system utterance (8) that forwarded to a multimodal 
speech synthesiser for rendering (10). (The CA and the textual representation are both 
passed to Galatea (9) for inclusion in the discourse model.) The text-to-speech synthe-
sis and facial animation is responsible of producing verbal as well as non-verbal re-
sponses from the system. The animated character is based on a 3D parameterised 
talking head that can be controlled by a text-to-speech system to provide accurate lip-
synchronised audio-visual synthetic speech [Beskow, 1997]. The facial model includes 
control parameters for articulatory gestures as well as non-verbal expressions, which 
can be derived from motion recordings or developed using an interactive parameter 
editor (see [Beskow, Edlund and Nordstrand, 2005]  for details). 
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Google 
Calendar

Web GUI

ECA

SMS notifications

Handwriting  

Fig. 2. Calendar interfaces. Dotted lines added interfaces. 
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Each time the system initiates or if the Google Calendar entries are updated, the ac-
tion manager also parses the calendar entries to build new speech recognition gram-
mars and send them to the ASR (6). A schematic of Google Calendar can be seen in 
Figure 2, in which the original service interfaces are represented by solid lines and the 
extensions implemented in MonAMI by dotted lines. Utilising Google Calendar 
brings the obvious advantage of not having to provide hardware, software and con-
nectivity for the calendar backbone, but there are several other benefits as well. Some 
of the more noteworthy come from the fact that the Google Calendar already provides 
user APIs in the form of a Web GUI for input and output, and SMS notifications as a 
form of output.  

To meet the requirements from the potential users we interviewed, and partly in 
order to address the large and unknown vocabulary problem, we designed a solution 
based on a mix of speech technology and a digital pen and paper. To the user, the 
effect of the pen input is that of writing down events in a seemingly ordinary paper 
calendar. The text written by the user is transferred to a computer which performs 
handwriting recognition and transfers the information to a calendar backbone. The 
information may then be accessed by the ECA. This innovative combination of mo-
dalities allows the users to use a paper calendar like they are used to, and furthermore 
addresses the ASR vocabulary problem: users may write anything they like in the 
calendar, but vocabulary can be limited to a base vocabulary the contents of calendar 
entries, which is used to update the vocabulary so that the user may speak about 
events in the calendar.  
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Abstract. Different questionnaires assessing the usability of two multimodal 
systems and one unimodal system were compared. Each participant (N=21) per-
formed several tasks with each device and was afterwards asked to rate the 
system by filling out different questionnaires. The results show that standard-
ized questionnaires are applicable only to a limited extent. Despite some 
concordance, the results differ considerably and thus indicate the need for the 
development of a valid and reliable questionnaire covering the usability and 
quality of multimodal systems. 

1   Introduction 

Up to now a wide range of established usability evaluation methods is available, most 
of them designed for the evaluation of unimodal systems. Thus it is not clear if these 
established methods are applicable to multimodal systems (see [Bernsen and 
Dybkjær, 2004], [Sturm, 2005] and [Petersen, 1998]. The probably most common 
technique applied in subject-based evaluations are questionnaires, but a standardized 
and validated questionnaire addressing the evaluation of multimodal systems is still 
not available. Even for speech-based systems the probably most common question-
naire, the Subjective Assessment of Speech Interfaces questionnaire (SASSI) [Hone 
and Graham, 2000], still lacks psychometric validation [Larsen, 2003]. 

In the current study, we used several established questionnaires to assess the users’ 
opinion about multimodal systems. The results were compared with each other. The 
general objective is to investigate to which extent well known and widely used scales 
for the evaluation of graphical user interfaces and speech-based systems are appropri-
ate for the evaluation of multimodal systems. Therefore it was analyzed in which 
aspects different established questionnaires lead to the same result and where there 
are inconsistencies across different questionnaires.  

2   Method 

Twenty-one German-speaking individuals (11 male, 10 female) between the age of 19 
and 69 (M = 31.24) took part in the study. All users participated in return for a book 
token.  
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The multimodal devices adopted for the test were a PDA (Fujitsu-Siemens Pocket 
LOOX T830) and a tablet PC (Samsung Q1-Pro 900 Casomii). Both devices could 
be operated via voice control as well as via graphical user interface with touch 
screen. Additionally, the PDA could be operated via motion control. Furthermore, a 
unimodal device (a conventional PC controllable with mouse and keyboard) was 
used as control condition. The application, a media recommender system, was the 
same for all devices.  

The users performed five different types of tasks: seven navigation tasks, six tasks 
where checkboxes had to be marked or unmarked, four tasks where an option from a 
drop-down list had to be selected, three tasks where a button had to be pressed, and 
one task where a phone number had to be entered. The questionnaires used were the 
AttrakDiff questionnaire [Hassenzahl et al., 2003], the System Usability Scale (SUS) 
[Brooke, 1996], the Software Usability Measurement Inventory (SUMI) [Kirakowski 
and Corbett, 1993], the SASSI questionnaire [Hone and Graham, 2000] and a self-
constructed questionnaire covering overall ratings and preferences. SUMI, SASSI and 
AttrakDiff were used in their original form. The SUS was adapted for voice control 
by exchanging the word “system” with “voice control”. The order of the question-
naires was randomized. 

Each test session took approximately three hours. Each participant performed a 
series of tasks with each device. Participants were verbally instructed to perform the 
tasks with a given modality. This was repeated for every modality supported by that 
specific device. After that, the tasks were presented again and the participants could 
freely choose the interaction modality. Finally, they were asked to fill out the SUMI, 
the AttrakDiff, the SUS and the SASSI questionnaire to rate the previously tested 
device. This procedure was repeated for each of the three devices. The order of  
the devices was randomized for each subject. After the third device, a final question-
naire regarding the overall impressions and preferences had to be filled out by the 
participants. 

3   Results 

3.1   SUMI Ratings 

All negatively poled SUMI items were recoded, so that higher values indicate better 
ratings. The scales were calculated according to the SUMI handbook [Porteous et al., 
1998]. The SUMI raw data (results were not transformed to the T-Scale) of the global 
scale showed significant differences between the devices, F(2,40) = 6.56, p = .003; 
partial eta² = .247. The PDA, the device with the most modalities, was rated best (M = 
45.29, SD = 10.14), the Tablet PC was rated second (M = 40.19, SD = 7.87), and the 
unimodal PC got the worst rating (M = 38.04, SD = 7.06). 

For the subscales, significant differences between devices were found for affect, ef-
ficiency, control and learnability. The unimodal PC was rated worst on all subscales, 
except the learnability scale. No effect was found for helpfulness. The detailed results 
are shown in Table 1. 
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Table 1. Ratings on SUMI Subscales (Min.=10/ Max.=30) 
 

Scale System Mean SD 
F  

(2,40) 
p  

(part. eta²) 

Tablet PC 19.00 3.39 

PDA 19.90 3.48 

Efficiency 

Unimodal  16.67 3.15 

6.19 
.005 

(.236) 

Tablet PC 19.33 2.13 

PDA 19.95 2.13 

Affect 

Unimodal 17.38 2.73 

10.02 
.000 

(.334) 

Tablet PC 22.05 1.96 

PDA 22.19 2.09 

Helpfulness 

Unimodal 21.48 1.89 

1.46 
.244 

(.068) 

Tablet PC 22.67 2.27 

PDA 22.24 2.21 

Control 

Unimodal 21.38 2.22 

3.33 
.046  

(.143) 

Tablet PC 15.57 3.23 

PDA 14.57 3.47 

Learnability 

Unimodal 16.90 4.40 

5.98 
.005 

(.230) 

3.2   AttrakDiff Ratings 

The results of the AttrakDiff show that the unimodal system got the best ratings re-
garding the pragmatic qualities whereas the PDA, F(2,38)=16.80, p=.000, 
part.eta²=.469, got the worst (s. Figure 1). The new modalities had obviously an im-
pact on the users’ impression of the hedonic qualities (s. Figure 1). The unimodal 
system got the worst ratings on the scale hedonic qualities – stimulation, 
F(2,38)=3.59, p=.037, part.eta²=.159, and on the scale hedonic qualities – identity, 
F(2,38)=23.03, p=.000, part.eta²=.548.  

The tablet PC was rated best on both scales. Regarding the overall attractiveness 
further differences could be found, F(2,38)=4.04, p=.026, part.eta²=.175. The tablet 
PC was rated most attractive. The least attractive system was the PDA. 

3.3   SASSI Ratings 

Since the questionnaire was designed to cover speech based applications, SASSI 
ratings were only collected for both multimodal systems (PDA and tablet PC). All 
negatively poled items were recoded, so that higher values indicate better ratings.  

Major differences between the devices could only be shown for cognitive demand: 
The PDA was rated as more cognitive demanding than the tablet PC. Minor differ-
ences could be found for the global scale, the likeability scale and the annoyance  
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Fig. 1. Results of the AttrakDiff for all Devices (Min.=-3/Max.=3) 

scale: The tablet PC got better ratings on all of these scales. The detailed results are 
shown in Table 2. 

Table 2. Ratings on SASSI Subscales (Min.=0/Max.=4) 

Scale System Mean SD t (20) p 

Tablet PC 2.24 .52 1.95 
Global 

PDA 1.96 .48  
.059 

Tablet PC 1.64 .50 .40 
Speed 

PDA 1.59 .46  
.693 

Tablet PC 2.11 .69 1.20 
Accuracy 

PDA 1.90 .58  
.166 

Tablet PC 2.60 .62 1.79 
Likeability 

PDA 2.23 .61  
.065 

Tablet PC 1.69 .74 2.00 
Habituality 

PDA 1.52 .52  
.246 

Tablet PC 2.30 .59 1.95 
Cognitive Demand 

PDA 1.86 .68  
.036 

Tablet PC 2.49 .59 2.25 
Annoyance 

PDA 2.18 .64  
.089 
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3.4   SUS Ratings 

The SUS items were adapted for voice control and were thus only collected for the 
tablet PC and the PDA. All items were poled in one direction. Higher values indicate 
better ratings. Since the SUS does not include any subscale, the global scale and the 
single items were compared. The global scale was calculated according to the instruc-
tions given in [Brooke, 1996]. 

Major differences could only be shown for one item regarding the consistency: The 
tablet PC was rated as more consistent than the PDA. Furthermore the participants 
tended to rate the tablet PC better regarding the learnability. The detailed results are 
displayed in Table 3. 

Table 3. Ratings on SUS (Global Scale: Min. = 0/Max. = 100; Items: Min.=0/Max.= 4) 

 Device Mean SD t (20) p 

Tablet PC 53.93 16.59 
Global Scale 

PDA 50.12 13.38 
1.32 .232 

Tablet PC 2.00 1.18 Would use voice control 
frequently PDA 1.74 1.05 

1.45 .162 

Tablet PC 2.19 .93 Voice control unnecessarily 
complex PDA 1.74 1.05 

.72 .480 

Tablet PC 2.10 .94 
Voice control easy to use 

PDA 1.80 .98 
1.24 .229 

Tablet PC 2.33 .86 Need support to use voice 
control PDA 2.42 .93 

.70 .493 

Tablet PC 2.00 .84 Various functions in voice 
control well integrated PDA 2.10 .70 

.44 .666 

Tablet PC 2.04 1.02 Too much inconsistency in 
voice control PDA 1.67 .66 

2.36 .029 

Tablet PC 2.48 .98 Most people would learn to 
use voice control very quickly PDA 2.29 1.01 

.75 .463 

Tablet PC 2.14 1.01 Found voice control very 
cumbersome PDA 2.00 .89 

.55 .590 

Tablet PC 1.76 1.00 Felt very confident using 
voice control PDA 1.57 .87 

.78 .446 

Tablet PC 2.52 .68 Need to learn a lot before 
going with voice control PDA 2.14 .96 

1.9 .072 

 

3.5   Comparison of Questionnaire Results 

For a general overview of the different results, the raw scores of the global or overall 
scales of SUMI, SASSI and SUS were transformed into ranks. For the AttrakDiff  
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Table 4. Ranks Based on Raw Data of Global Scales 

Ranks 

 

SUMI 
Global 
Scale 

AttrakDiff 
Attractiveness 

Scale 

SASSI 
Global 
Scale 

SUS 
Overall 
Scale 

Tablet PC 2 1 1 1 

PDA 1 3 2 2 

Unimodal System 3 2 n.a. n.a. 

 
results of the attractiveness scale were transformed into ranks, since this scale is  
reflecting the overall attractiveness of the system. The device with the highest value 
got rank one, the one with lowest score rank three or if data was available for only 
two devices rank two. Table 4 shows the rankings for each device and each question-
naire. The comparison make obvious that the results of different questionnaires are 
inconsistent. There is no agreement between the questionnaires: No device got the 
same ranking on all questionnaires. Especially the SUMI-Ratings are not supported 
from any of the other questionnaires. On the other questionnaires the tablet PC was 
ranked best and the PDA least. But since the ranks are based on the raw scores and do 
therefore not show significant differences the ranks only show trends. 

Table 5. Pearson Correlations of Global Scales (** p<.01; *p<.05) 

 

AttrakDiff 
Attractiveness 

Scale 

SASSI 
Global 
Scale 

SUS 
Overall 
Scale 

SUMI Global Scale  -.714** -.817** -.486* 

AttrakDiff 
Attractiveness Scale 

 .664** .185 Tablet PC 

SASSI Global Scale    .583** 

SUMI Global Scale  -.766** -.771** .081 

AttrakDiff 
Attractiveness Scale 

 .521* -,335 PDA  

SASSI Global Scale    .190 

Unimodal 
System 

SUMI Global Scale  -.496* n.a. n.a. 
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In a further step the global or overall scales of the different questionnaires were 
correlated (s. Table 5). As indicated from the ranking, the SUMI results are least con-
sistent with the results of all other questionnaires: For all devices the SUMI global 
scale correlates negatively with all other scales, except the PDA’s SUS scale. This 
means that the SUMI global scale results are contradictory to the results of the most 
other global scales. Regarding the tablet PC the SASSI is highly correlated with At-
trakDiff and the SUS. Also for the PDA a significant correlation could be found 
between SASSI and AttrakDiff. 

Additionally to the global scales, scales measuring similar constructs were corre-
lated. The scales efficiency of the SUMI, pragmatic qualities of the AttrakDiff and 
speed of the SASSI were correlated with each other. Furthermore the scales affect of 
the SUMI, the hedonic scales of the AttrakDiff and the annoyance scale of the SASSI 
were correlated.  

Significant negative correlations were found for the tablet PC and the PDA be-
tween the SUMI scale efficiency and the AttrakDiff’s pragmatic qualities scale (s. 
Table 6). For all devices the SASSI speed scale was neither correlated with the At-
trakDiff scale covering pragmatic qualities nor with the SUMI efficiency scale. Thus 
these scales seem not to provide measures of the same construct. 

The scales measuring emotional aspects support the results reported above. Re-
garding the tablet PC no correlations were found between the SUMI affect scale and 
all other scales. Both hedonic scales of the AttrakDiff and the SASSI annoyance scale 
(recoded so that higher values indicate better ratings) correlate positively with each 
other. This means these scales measure a similar construct. The results for the PDA 
show significant positive correlation only between both AttrakDiff scales. The ratings 
of the unimodal system show significant positive correlations between the both he-
donic scales of the AttrakDiff and the SUMI affect scale. Only for this measurement 
the SUMI scales are in strong agreement with results from other questionnaires. 

Compared to the scales measuring other constructs, the scales measuring emotional 
aspects show the highest agreement across all different questionnaires. 

Table 6. Pearson Correlations between Scales Measuring Efficiency (** p<.01) 

 

AttrakDiff 
Pragmatic 

Scale 

SASSI 
Speed 
Scale 

SUMI Efficiency Scale  -.562** -.220 
Tablet PC 

AttrakDiff Pragmatic Scale  .307 

SUMI Efficiency Scale  -.655** .051 
PDA  

AttrakDiff Pragmatic Scale  -.118 

Unimodal 
System 

SUMI Efficiency Scale -.382 n.a. 
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Table 7. Pearson Correlations between Scales Measuring Emotional Aspects (** p<.01; 
*p<.05) 

 

AttrakDiff  
Hedonic  

Stimulation Scale 

AttrakDiff 
Hedonic  

Identity Scale

Sassi  
Annoyance 

Scale 

SUMI Affect Scale  .117 .015 -.48 

AttrakDiff Hedonic-
Stimulation Scale 

 .735** .624** Tablet PC 

AttrakDiff Hedonic 
Identity Scale 

  .674** 

SUMI Affect Scale  .204 .054 -.118 

AttrakDiff Hedonic-
Stimulation Scale 

 .683** .133 PDA  

AttrakDiff Hedonic-
Identity Scale 

  .306 

SUMI Affect Scale .312 .485* n.a. 
Unimodal 
System AttrakDiff Hedonic 

Stimulation Scale 
 .638** n.a. 

4   Discussion 

The ratings most inconsistent to the results of all other questionnaire are the ratings of 
the SUMI. The best system according to the SUMI is the PDA. On the AttrakDiff’s 
overall scale attractiveness as well as on the SASSI’s global scale the tablet PC got 
the highest ratings. The SUS reveals no significant difference between the systems. 

Further differences where shown for the subscales: Solely on the SUMI the PDA 
was rated best regarding efficiency. The results of the AttrakDiff’s pragmatic quality 
scale, which is associated with efficiency and with the speed scale of the SASSI, are 
in sharp contrast to the SUMI results. Both, AttrakDiff as well as SASSI, indicate that 
the tablet PC is most efficient and the PDA least efficient.  

Also, concerning the SUMI affect scale where the PDA was rated best too, the re-
sults are inconsistent with similar scales of the other questionnaires. The AttrakDiff 
implies that the tablet PC has more hedonic qualities than the other systems. The 
SASSI scales likeability and annoyance also point to the tablet PC as the system most 
fun to use. Only regarding the unimodal system consistency between AttrakDiff and 
SUMI could be shown. 
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Considering these results it remains unclear which system is the one with the best 
usability. It is rather shown that questionnaires designed for unimodal systems are not 
very applicable for usability evaluation of multimodal systems, since they seem to 
measure different constructs. The questionnaires with the most concordance were the 
AttrakDiff and the SASSI. A possible explanation for that could be that the kind of 
rating scale, the semantic differential, used in the AttrakDiff is applicable to all sys-
tems. The semantic differential uses no direct questions but pairs of bipolar 
adjectives, which are not linked to special functions of a system. The SASSI uses 
direct questions but was specifically developed for the evaluation of voice control 
systems and may therefore be more suitable for multimodal systems including voice 
control than questionnaires developed for GUI based systems. 

Overall further studies are needed to see if these two questionnaires show matching 
results also for other multimodal systems. Moreover, in a next step these subjective 
ratings will be validated with more objective and continuous parameters like log data 
and psychophysiological data recorded during the experiment. 
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Abstract. Questionnaires are a widespread method for subjective us-
ability evaluation. Concerning speech-based systems the SASSI ques-
tionnaire is probably the most common one. This paper examines SASSI
results obtained by different studies in order to evaluate its reliability
and validity. Furthermore, it is investigated if SASSI is appropriate also
for multimodal systems. The results indicate that some SASSI sub-scales
need a revision.

1 Introduction

Services supporting multimodal interaction have attracted increasing interest
in the last years. As more of such systems become available, the attention is
consequently directed at suitable methods assessing the quality of users ex-
perience during interaction. In particular, subjective evaluation can provide
useful information to verify the proper choice of modalities and their fission
for information output, as well as their fusion for users’ input. A typical way
to evaluate interactive systems is to carry out (semi-)formal interaction ex-
periments and assess users’ judgments with standardized questionnaires. One
of the most common questionnaires for speech-based dialog systems is SASSI
[Hone and Graham, 2000]. After evaluation with data from eight experiments,
the final version of SASSI consists of 34 items on six factors, named systems re-
sponse accuracy, likeability, cognitive demand, annoyance, habitability, and speed.
However, further research is necessary to confirm the factor structure identified
during the development and evaluation of SASSI, as stated by its developers,
as well as to evaluate its usage for multimodal systems [Larsen, 2003]. In this
paper, the factor structure presented by [Hone and Graham, 2000] is compared
to results of three different studies with two distinct scenarios (one unimodal,
one multimodal). Possible implications for adjustments of SASSI are discussed.

2 Method

Two different applications were used to collect subjective judgments of spoken
interaction in different scenarios, namely a smart home environment and a mobile
device for multimedia entertainment.

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 285–288, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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2.1 Scenario 1: Smart Home

The smart home environment used in two studies has been developed in the
EU-funded IST project INSPIRE (IST-2001-32764). With the help of the IN-
SPIRE system, users can operate various devices in the test room by voice
[Möller et al., 2007]. The system uses pre-recorded speech as main output modal-
ity, although the electronic program guide presents its output visually (search
results as lists). The input modality is spoken language only. During the exper-
iments, participants had to operate all devices successively. To do so, they were
instructed to fulfil series of six to eleven tasks specified on cards and embedded
in everyday situations. After each series, they had to fill out a questionnaire,
that includes 20 of the 34 SASSI items and 17 additional items. For the first ex-
periment, each participant had to perform three different series of interactions.
28 subjects participated in this experiment. They were paid for their service. See
[Möller et al., 2008] for a more detailed description. In the second experiment,
two different series of interactions had to be performed. 32 individuals took part
in this experiment (cf. [Gödde et al., 2008] for further information).

2.2 Scenario 2: Mobile Media Service

The application used in this scenario runs on mobile devices (PDA: Fujitsu-
Siemens Pocket LOOX T830 / tablet PC: Samsung Q1-Pro 900 Casomii) and
provides a service to find, watch and share music clips and television shows,
and to watch trailers. Both devices can be operated via voice control as well as
via a graphical user interface with touch screen. Additionally, the PDA can be
operated via motion control. The users performed five different types of tasks:
seven navigation tasks, six tasks where checkboxes had to be marked or un-
marked, four tasks were an option from a drop-down list had to be selected,
three tasks where a button had to be pressed, and one task where a phone num-
ber had to be entered. The participants were verbally instructed to perform the
tasks with a given modality. This was repeated for every modality supported by
that specific device. After that, the tasks were presented again and the partici-
pants could freely choose the interaction modality. Finally, they were asked to fill
out different questionnaires to rate the previously tested device. For the SASSI
questionnaire, they were told to evaluate the interaction with regard to spoken
language. Only these results will be considered here. Each participant tested
both devices resulting in two different data sets. 21 individuals participated.

3 Results

3.1 Smart Home

For this analysis, only those 20 items identical to the original SASSI are consid-
ered. To test the reliability of the SASSI factors, Cronbach’s α was computed
for the factors proposed by [Hone and Graham, 2000]. Because only one of these
20 items is assigned to annoyance and habitability in each case, these sub-scales
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Table 1. Results of the reliability analysis of both Scenarios (Cronbach’s α)

Sub-Scale Scenario 1 Scenario 2

Experiment 1 Experiment 2 PDA Tablet PC

Accuracy .845 .819 .842 .904
Likeability .848 .840 .883 .836

Cognitive Demand .745 .748 .836 .814
Speed .587 .404 .507 .401

Annoyance — — .751 .758
Habitability — — .466 .850

could not be tested. The analysis confirms the reliability of accuracy, likeability,
and cognitive demand (see Table 1). By removing some of the items, the sub-
scale’s reliability (Cronbach’s α) could be improved further for accuracy and like-
ability. The sub-scale speed did not show sufficient reliability. The Kaiser-Meyer-
Olkin measure of sampling adequacy (KMO) shows that both data sets are ap-
propriate to be used for a factor analysis (KMOexp1 = .869, KMOexp2 = .827).
Four principal components are revealed for the first experiment (total variance
explained: 63.93%) and five for the second (total variance explained: 67.58%,
Varimax rotation, Kaiser normalization, Eigenvalues over one). In both exper-
iments, the first factor contains the majority of items of the SASSI sub-scales
accuracy and likeability. So, these two different sub-scales cannot be seperated
in our experiments. However, the sub-scale cogitive demand could be confirmed.
The remaining factors do not correspond to SASSI sub-scales.

3.2 Mobile Media Service

As for the first scenario, the reliability (Cronbach’s α) was computed for all
SASSI sub-scales. Regarding the tablet PC all sub-scales except speed are con-
sistent. The PDA results are similar: As for the tablet PC the sub-scale speed
lacks reliability. Furthermore, the sub-scale habitability could not be confirmed.
As for the first scenario, removing some of the items would improve the sub-
scale’s reliability further. Detailed results for each device are shown in Table 1.

For both systems a factor analysis was conducted. The number of factors
to be extracted was pre-assigned to six according to [Hone and Graham, 2000].
The KMO measure could not be calculated for neither device since the corre-
lation matrix was not positively definite. Furthermore, the determinant is not
greater than 0.00001. Thus, it can be concluded that both data sets collected
with the mobile media service are not appropriate for a factor analysis because
of multicollinearity. The following results should consequently regarded as tenta-
tive ones. Regarding the tablet PC this six factors explained 77.74% of the total
variance. For the PDA 74.92% of the total variance was explained. The PDA’s
results show that likeability can be confirmed. Accuracy and speed can not be
separated. For annoyance the results are sufficient, but not as good as reported
from [Hone and Graham, 2000]. Items related to the sub-scales cognitive demand
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and habitability load on several factors. Regarding the tablet PC the factor anal-
ysis revealed that the items of the sub-scales likeability, cognitive demand and
annoyance load on one single factor and thus built no independent sub-scales.
Items for accuracy, habitability and speed are distributed over different factors.

4 Conclusion

Despite the limited amount of data examined, some interesting results on the
SASSI items and dimensions could be obtained. In all of the four available data
sets, the sub-scale speed lacks reliability. Moreover, those items building this
sub-scale load on different factors for our data and therefore have to be exam-
ined closer. In particular, more items are needed to evaluate this sub-scale. It
should be reconsidered, if a system’s reaction time is perceived akin to the inter-
action duration at all. We assume that the latter affects subjects in a much more
complex way, e.g. interacts heavily with other factors and therefore belongs to a
different dimension of quality (cf. also [Möller et al., 2007]).

As expected, results of the factor analysis do not show the well-defined fac-
tor structure found in [Hone and Graham, 2000]. To summarize, the sub-scale
likeability could be confirmed, but mostly overlaps with other predefined scales.
For the first (unimodal) scenario, accuracy could be confirmed as well. Although
items related to cognitive demand or annoyance display high α-values, these
sub-scales cannot be confirmed as independent factors. For the first scenario,
this general examination reveals an additional interpretable factor that covers
questions regarding appropriateness of system’s reaction, clarity of information
and clarity of system’s expectations and could be called “communication effi-
ciency” with reference to [Möller et al., 2007]. However, additional studies have
to be conducted to obtain a more appropriate data basis for modifying SASSI
in order to cover also multimodal systems.
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Abstract. For spoken dialog systems, PARADISE [Walker et al. 1997] pro-
vides a framework to train a user satisfaction prediction model on given data. 
The approach weights and sums interaction parameters to predict a satisfaction 
metric calculated from a questionnaire. In this paper, we try to tackle a major 
problem of these models, namely their weak generalizability. We show, that the 
weights associated with interaction parameters in the model change in depend-
ence of the system’s major problems by examining correlations under different 
quantities of understanding errors in the dialogs. 

1   Introduction 

As spoken dialog systems (SDS) are more widely applied to different tasks and ser-
vices, we witness an increasing need of evaluation techniques facilitating usability 
tests. [Walker et al., 1997] proposed the PARADISE framework which allows the 
prediction of user satisfaction from interaction parameters measured during dialogs. A 
considerable advantage of this approach is, among others, that real-life data can be 
considered for evaluation, which can increase the validity of test results drastically. A 
precondition to such evaluations is, however, that the model trained on experimental 
data generalizes to the field data.   

PARADISE utilizes linear regression (LR) to form a weighted sum of interaction 
parameters to ideally predict a satisfaction metric acquired on a questionnaire in an 
experiment. The LR algorithm selects from a set of parameters those which contribute 
most to the variance of the target and sets the optimal weights to minimize the predic-
tion error. As parameters are z-transformed before the training, the coefficients 
indicate the relative importance of the parameter to user satisfaction. [Nielsen, 1993] 
noted that new problems can become visible in user tests once a major problem of the 
interface has been eliminated. Similarly, the importance of individual predictors in the 
model can change in dependence of the most prominent interface problems [Hajdinjak 
and Mihelič, 2006]. This contributes to the low generalizability which is observed for 
PARADISE models. 

In order to gain insight in and quantify the relation between the severity of prob-
lems and importance of individual predictors, we analyzed a database acquired with 
the Wizard-of-Oz (WOZ) technique, in which various speech recognition rates have 
been simulated. We computed correlations between interaction parameters and a satis-
faction metric and observed their change across three categories with varying number 
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of understanding errors. Then, we analyzed how the perception of individual quality 
aspects (i.e. questionnaire items) correlates with users’ overall satisfaction in the cate-
gories. Some of these aspects (hedonic and output-related) are not covered by the 
interaction parameters. We hypothesized, that these aspects would relate closer to the 
user satisfaction in the categories with higher understanding accuracies. We also ana-
lyzed judgments related to the interaction parameters and compared the results. 
Before we report our results in Section 3, we will briefly discuss our method. 

2   Method 

Our database stems from an experiment which was carried out in the EU-funded IN-
SPIRE project (IST 2001-32746). The SDS tested in the experiment is capable of 
controlling domestic devices such as lamps and a video recorder, leading a mixed-
initiative dialog with the user. The aim of the experiment was to test the impact of 
ASR accuracy on user satisfaction by adding different degrees of word substitutions, 
deletions and insertions to the WOZ’s transcription [Trutnev et al., 2004]. 28 users 
took part in the experiment. Test participants were required to carry out three scenar-
ios, each with 9-11 tasks and covering all devices which can be operated with the 
system. This results in 84 dialogs in this database. Further details can be found in 
[Möller et al., 2007]. 

We chose to divide the data into three equally sized groups by the measured con-
cept accuracy (CA) of the dialogs to ensure that the groups show clearly 
distinguishable quantities of speech understanding problems. To measure the relation 
of parameters, we used Spearman’s ρ, although LR models demand a linear relation-
ship between the target and predictors. However, our aim was to find any 
relationships, assuming that predictors could be transformed appropriately if a relation 
would be detected. Furthermore, our hypothesis implies an uncommon interpretation 
of significance of correlations. Our aim was to show that a correlation’s significance 
can depend on the CA-groups, i.e., a non-significant correlation can perfectly confirm 
this hypothesis. Therefore, in this study we report a number of insignificant correla-
tions (asterisks mark significance on the .05(*) or .01(**) level). 

Interaction parameters and user judgments in the database can be assigned to six 
quality aspects, namely effectiveness, efficiency, error frequency, interaction quality, 
output quality and hedonic aspects. The interaction parameters, which follow a rec-
ommendation by the ITU [ITU-T, 2005], can be assigned to the first four aspects. The 
judgments were acquired with a modified SASSI [Hone and Graham, 2000] question-
naire and cover all mentioned aspects. We assigned them to the aspects by their 
meaning instead of mutual correlation or factor analysis and examined them individu-
ally. However, whenever we were not sure which aspect a judgment belongs to, we 
decided depending on its correlation with other judgments of the aspects in question. 

With respect to the target variable, it has been observed that mean values of several 
correlated judgments can be predicted better than single judgments. Therefore, we 
calculated the mean of our judgments on user satisfaction and overall quality (r=0.87, 
p<0.001) and used it as the target variable describing the perceived overall quality of 
the system. 
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3   Results 

We do not report detailed results for all individual parameters or judgments, but pre-
sent the results quality-aspect-wise. In this, we follow our assumption that parameters 
as well as individual judgments are indicators of the users’ perception of the system 
and the interaction, with perception integrating several parameters or judgments into 
quality aspects. We analyzed user judgments mainly to access aspects not observable 
in the interaction parameters, but we also analyzed ratings resembling the parameters 
to double-check our findings. We first report on the results for interaction parameters. 

For EFFECTIVENESS, we analyzed different parameters, including kappa [Walker et 
al., 1997]. Only one parameter – a task success measure derived from hand annota-
tions - shows the expected effect: that it would have more impact on the target 
variable in the groups with lower CA (correlations from lowest to highest CA group: 
ρ=.63(**)/.26/-.21). The same effect was expected for ERROR FREQUENCY, and con-
firmed by a number of error related parameters, including #ASR-rejections (-.46(*)/-
.28/-.02), #PA:IC (incorrectly parsed sentences; -.48(*)/-.08/-.19), word accuracy 
(.48(*)/-.36/.14), and user correction rate (av. number of utterances concerned with 
correcting errors; -.23/ -.14/-.01). Correlations clearly decreased in the groups with 
higher CA. Consequently, coefficients of error and task-success-related parameters in 
a PARADISE model have to be increased if the system tested has a lower average CA 
value than the system the model was trained on. 

EFFICIENCY-related parameters showed the opposite effect and became more im-
portant predictors of overall quality in the groups with higher CA (e.g. #turns -.18/ 
-.26/-.31). Apparently, users become interested in efficiency only if some degree of 
speech recognition performance is reached. 

Parameters assigned to the INTERACTION QUALITY show different effects. E.g., 
#barge-in becomes more important if CA increases (.06/-.01/-.28), which corresponds 
to our findings concerning efficiency. We observed the same development for #help-
messages (-.26/-.29/-.38), which describes an aspect of the system’s cooperativeness. 
In turn, system correction rate, describing the elegance of the system in coping with 
understanding errors, is more important in the lower-CA-groups where more such 
errors occurred (-.39/-.14/-.07). 

We hypothesized that the quality of the OUTPUT and HEDONIC aspects of the sys-
tem’s usage would show an increased impact on the users’ overall impression in the 
higher-CA-groups. And in fact, an analysis of the corresponding questionnaire items 
confirmed this. Judgments of the OUTPUT quality correlating less in the low CA 
groups dealt with clarity of the information (.24/.30/.42(*)), the friendliness of the 
system (-.16/.40/.48(*)) and naturalness of its voice (-.06/.29/.23). HEDONIC aspects 
gaining significance as predictors dealt with pleasantness (.70(**)/.74(**)/.87(**)) and 
comfort (.73(**)/.71(**)/.84(**)) of the interaction, while fun in interaction was most 
significant in the group with lowest CA (.90(**)/.66(**)/.79(**)). 

Unfortunately, when we analyzed the user judgments about EFFECTIVENESS and 
ERROR FREQUENCIES, we found the opposite effect as for the related interaction pa-
rameters. This is especially strange as findings for both, parameters and judgments, 
are confirmed by several parameters or judgments respectively. Correlations between 
parameters and judgments range from 0.17 < ρ <0.72(**), thus, no argument can be 
made that the questionnaire measures different concepts than the parameters. 
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Question associated with EFFICIENCY consistently correlated highest in the mid 
CA-group (efficient handling .71(**)/.83(**)/.78(**); dialog short .18/.54(**)/.19; dialog 
fast .71(**)/.71(**)/.67(**)). This indicates that the perception of efficiency becomes 
more important as the system makes less errors, but is relieved by other aspects (one 
would hypothesize, the hedonic and appearance related) if the dialog runs basically 
smooth. In comparison, the efficiency parameters still became more important in the 
highest-CA-group. 

Judgments related to INTERACTION QUALITY were consistent with the parameters. 
The judgment on error recovery showed lower correlations for higher CA 
(.72(**)/.74(**)/.68(**)), as did the parameter system correction rate, while questions 
about the system’s flexibility (.27/.51(*)/.77(**)) and cooperativity (.49(*)/.49(*)/.62(**)) 
became increasingly important, as did the parameters # barge-in and # help messages.  

4   Conclusion 

We analyzed how the impact of interaction parameters on the overall judgment of an 
SDS changes in relation to the amount of speech understanding problems. Our moti-
vation to do so originates from the wish to improve the generalizability of usability 
prediction models. We could show how hedonic and output-related aspects replace 
those related to speech understanding as the latter improves, although the comparison 
of user judgments and interaction parameters was controversial. We will continue 
examining such changes in other databases available to us and hope to find confirma-
tion of our results, which eventually will lead to quantified observations. These will 
be the precondition of a new approach to predict users’ satisfaction with SDS. 
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Abstract. This paper presents a toolkit for experimentation with prosody in di-
phone voices. Prosodic features play an important role for aspects of human-
human spoken dialogue that are largely unexploited in current spoken dialogue 
systems. The toolkit contains tools for recording utterances for a number of 
purposes. Examples include extraction of prosodic features such as pitch, inten-
sity and duration for transplantation onto synthetic utterances, and creation of 
purpose-built customized MBROLA mini-voices. 

1   Introduction 

Prosodic features, such as pitch, intensity and duration, play an important role for 
many of the aspects of spoken dialogue that are prolific in and central to human-
human dialogue, yet to date rarely exploited in human-computer dialogues. Examples 
include interaction control, the management of turn-taking, interruptions, and back-
channels; attitude towards what is said, such as the signalling of uncertainty or cer-
tainty; prominence, such as contrastive focus and stress; and grounding, as in brief 
feedback utterances for verification and clarification. There is a fair body of research 
into these matters from the spoken dialogue system point of view on the perception 
side, and some of which has been taken as far as to implementation and experimenta-
tion in full-blown spoken dialogue systems. On the production side, there are fewer 
examples where our knowledge of prosody has made it all the way to full-blown sys-
tems. In current spoken dialogue systems, pre-recorded prompts or unit selection 
synthesis are often chosen for the voice quality. The drawback is that these techniques 
make it difficult to vary prosody and to control this variation in any detail, so few 
examples of experimentation with such variations exist (see [Raux and Black, 2003], 
however, for an example and an overview]. Although there is a large body of studies 
of prosodic features using re-synthesis with modified prosody (using e.g. Praat1) and 
with HMM synthesis, the results have proven difficult to implement in real on-line 
systems. Other synthesis methods providing greater control over prosodic features are 
formant synthesis and diphone synthesis. The relatively low voice quality of formant 
synthesis makes it unsuitable for many user studies, however, and diphone synthesis 
suffers from the relatively large cost of recording the required diphones, as well as 
from less-than-perfect voice quality.  
                                                           
1 http://www.fon.hum.uva.nl/praat/ 
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This paper presents EXPROS, a graphical toolkit that allows us to experiment with 
prosodic variation in diphone synthesis in a more efficient manner. Before going into 
the functionality currently built into the toolkit, lets discuss a few of its applications. 
Our main reason to experiment with prosodic variation is to make spoken dialogue 
systems that more closely mimic human-human dialogue, in order to better exploit its 
strengths. This need not be the case for all spoken dialogue system design, but it is our 
motivation here. The following are three examples of increasing complexity of dialogue 
needs that EXPROS aim to meet. Each of the examples is illustrated in the demonstration.  

(1) A key area where humans excel over current spoken dialogue systems is interac-
tion control, the management of the flow of the dialogue, for example turn-taking and 
interruptions. An oft-mentioned problem is that of user barge-ins, but we would also 
want our systems to be able to deal with system barge-ins and self-interrupts in a 
better manner. The following dialogue excerpts exemplify this: 
 
U What’s the weather like in Stockton? 
S The weather in Stockholm? Wait a mo* [*ment, I’ll look it up] 
U                                    No, I said Stockton 
  
U Any news on fashion /SIL/ in Tibet? 
S                     OK, le* [*t me see what I can do] 
S                                    Ah, let me see what I can do 
  
U Are there any news about Camden market? 
S Let me see... no, there’s no* [*thing new at the moment] 
                         /fresh news arrive/ 
S                              Oh, hang on, there’s a fire in Camden! 
 

In order for a spoken dialogue system to produce the behaviours listed above, the 
system’s processing in its entirety needs to be incremental, as noted in [Allen et al., 
2001] and [Aist et al., 2006]. Here, however, we are only concerned with being able to 
control the rendering of the speech sounds sufficiently to produce utterances like the 
ones above. 

(2) In order to achieve this kind of dialogue, we need to be able to test variations in 
perception tests as well as in real human-computer dialogue situations. To do this, we 
need to be able to record the required prompts with different prosody, at the very 
least. In many cases, we may want to record new diphones – in the example above, 
for example, we could record P*_SIL diphones, that go from a phoneme P to silence 
SIL abruptly, to make the interruptions sound more realistic. Recording extra sets of 
diphones for hypo- and hyper-articulated speech may also be useful, as well as affec-
tive speech, for example angry or despondent. Testing out new voices can be very 
time consuming, however, as a Swedish diphone voice typically contains some 5000 
diphones. This is far too expensive for exploratory studies into the effects of prosodic 
and voice quality variations. Instead we can create mini-voices – voices with few 
diphones, that are able to produce only a limited number of utterances, but that are 
easy to record and to modify. 

(3) Finally, pre-recorded prompts, unit selection synthesis, and diphone synthesis all 
suffer from the need to enrol the original speaker each time the voice is to be ex-
tended or changed. A diphone voice production is furthermore often created in one 
go, and rarely updated or changed after its completion. We attempt to make it possible 
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for speakers who are not the original speaker to do as many extensions as possible – 
particularly to record new prosodic patterns, and also for the voice creation to be done 
incrementally, by making it simple to add new diphones and diphone sets when they 
are needed. 

Prompts and voices developed in EXPROS can be used in perception tests, either of 
standalone prompts or of re-synthesised dialogue utterances, but most importantly 
they are intended for use in interactive experiments, where the pragmatics – the actual 
effect prosodic variation has on the interaction – can be measured.  

2   The EXPROS Toolkit 

The toolkit uses the Snack sound toolkit2 as its backbone, and integrates functions 
from a number of existing tools, such as the Mbrola engine and database builder3, a 
PC-KIMMO4 morphological dictionary, NALIGN forced alignment [Sjölander and 
Heldner,  2005], /nailon/ prosodic extraction and normalisation [Edlund and Held-
ner, 2005], etc. 

Text processing: Reading and management of (prosodic) labels in the orthographic 
input. These labels could be used to generate prosodic patterns automatically, such as 
increased stress or prolonged syllables. 
 

Grapheme to phoneme conversion: The toolkit currently incorporates automatic 
transcription using PC-KIMMO and a Swedish dictionary with transcribed morphs, an 
NALIGN CART tree built on Centlex, a Swedish pronunciation dictionary developed 
at the Centre of Speech Technology, as well as a set of cooarticulation rules (over word 
boundaries) built into NALIGN. In addition, user lexica can be defined and used. 
 

Automatic speech alignment: The toolkit uses the forced aligner NALIGN to extract 
phone start and end times from recordings.  
 

Automatic prosody parameter extraction: For prosodic analysis, the toolkit can 
currently use the methods built into the Snack sound toolkit (ESPS get_f0 and AMDF 
pitch extraction as well as power analysis, which can be used to estimate spectral tilt). 
The normalization methods built into /nailon/ are also available.  
 

Modification of prosodic parameters: The toolkit provides a number of methods for 
modification of prosodic parameter curves as well as creation of new curves. These 
include direct manipulation in a GUI, stylisation, normalisation and transformation to 
another speakers speaking style, model generated prosodic curves, and transplantation 
of curves from recordings. 

Diphone synthesis: The toolkit uses an extended MBROLA synthesis engine [Drioli 
et al., 2005] which adds control of for example gain, spectral tilt, shimmer and jitter to 
render audio. Using a combination of the components listed above, the toolkit also 
gives the possibility to automatically generate the data needed to build new 

                                                           
2 http://www.speech.kth.se/snack/ 
3 http://tcts.fpms.ac.be/synthesis/mbrola.html 
4 http://www.sil.org/pckimmo/ 
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MBROLA diphone databases, and some scripts to make on-the-fly modifications to 
how the MBROLA engine select diphones. 

3   Conclusions 

Preliminary listening tests suggest that transplanting durations, intensity and pitch 
from human recordings onto the diphone synthesis makes diphone voices sound con-
siderably better as a whole, which is promising. We have for example used the EX-

PROS tool to improve the subjective ratings of a bad speaker, by re-synthesizing 30 
seconds of his speech with increased pitch variation and speaking rate [Strangert and 
Gustafson, Submitted]. Examples are included in the demonstration.  

The toolkit has also proven valuable for verifying the quality of automatic prosodic 
analysis – pitch and intensity extraction as well as phone durations – by listening to 
the original recording and its resynthesis in parallel – a method inspired by Malfrere 
& Dutoit [Malfrere and Dutiot, 1997]. 
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Abstract. This paper presents a system built for improving the evalu-
ation process of multimodal dialogue systems by providing a graphical
representation of event-based recording data. Low-level information from
recordings can visually be combined to form higher-level actions using
pattern definitions to create a hierarchy of actions. Actions are visually
represented by a multitrack player-like view where all modalities of the
recording can be watched and manipulated. But besides tagging and
derivation of higher-level actions, further help is provided by a correla-
tion analysis and an export of charts and tables to Microsoft Excel. The
tool is tested on recording data and questionnaire answers obtained from
Wizard of Oz (WOZ) experiments performed within the DICIT project.

1 Introduction

One of the last stages in the development of interactive systems is normally the
usability test. During this test, a number of people are asked to perform typical
tasks that the system supports while they are being recorded. Moreover, they
are asked to fill in a questionnaire. The recordings and questionnaire answers
will then be analyzed to extract helpful quantitative and qualitative information
(metrics). This process involves combining and analyzing large amounts of data,
which can be a very complex task without proper tool support. In this paper,
a tool is presented to ease the manipulation of recorded data and support the
process of extracting the needed metrics. It generates a common format for
all evaluation information in different modalities and converts recording data
into so-called actions. Based on these actions, a hierarchy of higher-level actions
containing task-related information can be created and metrics can be extracted.
The tool is tested on recording data obtained from a Wizard of Oz (WOZ)
evaluation performed within the DICIT (Distant-talking Interfaces for Control of
Interactive TV) project [DICIT, 2007]. Besides improving distant-talking speech
recognition, a goal of the DICIT project is to develop a multimodal interface for
an interactive TV system, which can be controlled by voice and remote control.

While there are several tools that facilitate the annotation or tagging of
speech-based and multimodal recording data, their focus is mostly on creat-
ing an annotation corpus, but not on providing specific evaluation support. For

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 297–305, 2008.
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example, ANVIL [Kipp, 2001] or the TASX-environment [Milde and Gut, 2002]
are time-based annotation frameworks, which can export the annotated data
for further processing, but do not offer evaluation facilities themselves. The
graphical approach of PROMISE [Beringer et al., 2002a] integrates annotated
multimodal data and spoken dialogue evaluation metrics and provides means
for automatically clustering and relating data to corresponding answers out of a
questionnaire. The tool presented in this paper provides additional facilities for
the evaluation process.

This paper is organized as follows. In Section 2, a description of the general
design goals is given and the realization of each goal is explained. Section 3 then
contains future work that can be done to improve and expand the tool.

2 Tool Support for the Evaluation of Multimodal Systems

The main goal of this project is to create a tool that can assist and process
automatically many of the tasks involved in the evaluation process of a multi-
modal dialogue system. This goal can be subdivided by looking into a typical
evaluation procedure, which very roughly follows the following steps.

1. Preparing the evaluation: Setting up a usability test including a question-
naire, determining the goals of the evaluation and creating the questionnaire,
specifying the tasks that are to be evaluated, and providing the accompany-
ing descriptions for the users of the system.

2. Performing the usability test on a number of users, recording all relevant
data, and storing questionnaire answers.

3. Preprocessing the data (e.g. annotation of captured audio, synchronization
of different streams).

4. Evaluating the data: Converting the recorded data into a format that can
be handled easily by a human, deriving metrics from the different types, and
presenting the calculated metrics for further evaluation.

This evaluation tool focuses on item 4. After the user tests are performed and
the data is stored in a formalized way, the tool should be able to assist in ob-
taining well-presented metric data and providing objective reasons for subjective
assumptions. In the following sections, we present how the evaluation tool can
support the single steps in the evaluation of the recording data.

2.1 Aggregating Data

Two kinds of data are produced by an evaluation of an interactive system: Time-
based data such as log data or annotations of audio and video data, which are
usually derived from automatically recorded data, and non time-based data such
as questionnaires.

Time-based data can be specified by a type, a start time, a duration, and
additional optional parameters. For example, a button press on a remote control
could be seen as an action of type “pressKey” with the time specified since the
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beginning of the recording and the pressed key as a parameter. This is from now
on referred to as an action. To convert a log file of a recording into a set of actions,
conversion rules can be specified. These rules consist of a pattern to be identified
in the log file (from now on referred to as log pattern) and executions that fire
upon finding such a log pattern. Log patterns contain variable parts that are
used to fill in the parameters of the actions, e.g. the name of the pressed button.
The most common execution is that of generating an action. For instance, a rule
can define the pattern and an execution to convert all “pressKey” actions into a
general action format. The tool supports log files in text line format and object
oriented text (for instance XML). Text-based log data can for example be data
created by the dialogue manager’s logging facilities, whereas object-oriented text
can for instance be created by other tools such as annotation tools (e.g. Praat1).

Data that is not time-based (e.g. questionnaire data) is converted into a dif-
ferent type of format and can later be used for a correlation analysis. In order to
process questionnaire data, it has to be formalized by describing each question as
a label, a description, and an answer type. If the answer type is multiple choice,
the possible answers should also be given labels and descriptions. When filling
in the questionnaire, the answers are stored connected to the question labels.
Questions asking for an answer in a one dimensional scale (such as a 7 point
scale question) should be stored as a single number.

2.2 Deriving Metrics from Low-level Actions

This section discusses the presentation of the low-level data and the derivation of
higher-level information from it by means of action patterns that can be specified
graphically.

The low-level data that was aggregated by conversion rules is presented in
the main window (Fig. 1), which is designed to look like a multi-track audio
player with a track for each action type. In the figure, nine different action
types have been created out of the log files. These action types can be found at
the left side of the top frame of Fig. 1 and each type is represented by a time
line. Moreover, additional viewing components can be created to better visualize
certain log types, e.g. a Screenshot View (bottom right) or a Hard Key Events
View (bottom left) for visualizing the remote control interaction. All actions
including recorded audio can be played back in a synchronized way using the
“Play” button and all positions of the recording can be selected using a slider.

The displayed information is, although readable, still in a low-level format.
The next step is to build higher-level actions out of the low-level actions in a
hierarchical way to get more expressive actions that can be connected to task
information. An example of such a hierarchy is given in Fig. 2. Starting from
low-level actions like key presses or a recognized speech input, the hierarchy
builds up toward actions like selecting an actor and from there on to specifying
a certain show. The process of building a higher-level action out of underly-
ing (and previously defined) actions works with a pattern-based specification.

1 Praat: http://www.praat.org/
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Fig. 1. The main windows of the evaluation tool showing the the DICIT log data,
including a screenshot of the current view and a remote control visualization

A nondeterministic finite automaton is used to specify a pattern matcher, which
can detect the specified pattern in action time lines based on the name of the
action, the parameters, and global condition variables. Patterns are composed
of sequences, repeats, and conditional clauses, like regular expressions. Actions
that do not occur in the definition are skipped, if not specified otherwise. More-
over, a comparison operator is declared for matching the pattern action with the
low-level actions, e.g. “equals”. For each matched pattern, a higher-level action
is created starting at the first match time and ending at the last match time.
Moreover, a maximum time difference between two subsequent actions can be
specified to limit the distance in time between two actions.

In order to illustrate the definition of patterns, a visual definition of a pat-
tern for a volume change event, which is defined by a sequence of key presses
of volume-up or volume-down keys, is given in Fig. 3. When an action of the
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Fig. 2. The hierarchical task tree showing the composition of tasks out of actions

Fig. 3. Visual creation of a pattern to create a higher-level event out of lower-level
events

“pressKey” type is encountered, the matcher compares the key parameter of the
matcher with that of the action based on the selected “equals” condition and
adds a higher-level event, if they match. In this example, an action is created
from the time of the first occurrence of the action until the last time a volume
up or down key is pressed. Using this pattern matcher, multiple higher-level ac-
tions are created over the length of one recording (see bottom time line “volume
change” in Fig. 4), some being only single key presses and some intervals.

Moreover, conditions with global values can be attached to the pattern def-
initions to be able to differentiate between different contexts. For instance, the
current screen of the dialogue as the context definition can be used to differen-
tiate between a selection in a result list and a television channel list. The global
condition values are loaded by a conversion rule that creates a global variable
change. An example of two conditional patterns is shown in the “Select listitem”
actions in Fig. 2.

Using these kinds of action matchers, a pattern is capable of calculating the
number of volume changes a user performs during a session and the amount of
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Fig. 4. A part of the main window of the tool showing the time based actions and one
higher-level action called “volume change”
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Fig. 5. Generation of a chart in Excel containing a breakdown of the different kinds
key presses per user

time each volume change takes, which can be stored as possible metrics. In this
way, large amounts of metrics can be generated, for instance the instrumental
metrics specified in [Möller, 2005], speech metrics from [Walker et al., 2000] or
[Dybkjær and Bernsen, 2001], or multimodal ones from [Beringer et al., 2002b].
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2.3 Presenting the Results

The last step of the evaluation supported by the tool is presenting the data.
Two data representations are available, the generation of charts and tables for
Microsoft Excel and a correlation analysis.

First, charts and tables for Microsoft Excel can be generated for selected
actions. The number of actions per user and the average amount of time this
action takes is displayed in a graph. Moreover, it is possible to first break up the
actions according to parameter values and to display the counts and averages for
each parameter. For instance, separate graphs can be generated for each value
of the “key” parameter of the keypress action to indicate key usage per person
and per key as shown in Fig. 5.

Second, a correlation analysis is available for any action-based information
(counts, average lengths and total length of an action per person) and question-
naire point scale question answers. This type of analysis enables the evaluator
to determine positive or negative correlations between a subjective idea of the
user and the objectively measured times and counts of actions. Correlations can
be computed for all data out of the recorded data and questionnaire data that is
available in a formalized format. For data mining purposes, thousands of metrics
can be compared with each other to reveal expected and unexpected correlations.
For instance, a negative correlation was found between the question if the users
liked the voice and the amount of off-talk the user produced in the DICIT WOZ
system.

3 Future Work

In this section, directions of future improvements are presented.

Evaluation Based on Subgroups of the User Base

An examination of only a part of the user group can be revealing, for instance
by dividing the evaluation up into different age groups. This split-up of data can
be performed based on the personal information obtained by the questionnaire,
such as gender, expertise level, education, or age.

Automatic Action Generation

A start has been made in automatically detecting interesting patterns in user
behavior, whereas interestingness is defined by the length of the pattern and the
user reactions to the system. If the user tends to do the same action in a certain
menu all the time, this pattern can be identified. Common long sequences of
user input could imply a badly designed interface and point towards redesigning
it to shorten the input sequence needed for frequently used functions.

EB GUIDE Studio Connection

By connecting the evaluation tool to the modeling software used in designing
the system, the problem areas of the evaluated system can be traced directly in
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the system design. EB GUIDE Studio [Fleischmann, 2007, Goronzy et al., 2006],
which is a multimodal modeling tool for statechart based multimodal dialogue
systems, was employed for the DICIT prototype and work has been done in
connecting these tools by showing how much time is spent in certain parts of
the system and following the execution of state machines inside the dialogue.

Evaluation of Visual Data

On top of the above mentioned connection with EB GUIDE Studio, an analyzer
can be built that extracts dialogue interface information and correlates this
with associated metrics. User test recordings of different designs but comparable
functionality can then be used to determine which design delivers better user
experience. This can be accomplished by connecting interface components to
low-level actions, which through the hierarchy determines the affected higher-
level actions and metrics.

4 Conclusion

The current prototype version of the evaluation tool provides a structured over-
view of recorded user test data and assists in the manipulation to calculate a wide
array of metrics. When comparing the graphical evaluation process using the tool
with a standard approach like writing scripts for each metric, this method is more
intuitive and supports the use by a non-programmer. Also, if more than one
person is involved in the same evaluation, the tool ensures a uniform definition
of the separate metrics. Moreover, the action hierarchy can be expanded easily
to add a large amount of different measurements about the dialogue. The tool
was applied to recording data of a Wizard of Oz evaluation performed for the
DICIT project.
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Abstract. In order to facilitate the evaluation of advanced spoken di-
alogue systems (SDSs), we present the architecture for a new quality
prediction model. The architecture follows the perception, judgment and
action processes which are assumed to take place in a user interacting
with a dialogue system. It is pointed out which components of the model
are already available, and how they may be improved in the future.

1 Introduction

Current evaluation of SDSs is based on experiments where real or test users
interact with the system and provide ratings of their impression in an appro-
priate questionnaire [ITU-T Rec. P.851, 2003]. The interactions are logged, and
from the log files interaction parameters quantifying user and system behav-
ior are derived [ITU-T Suppl. 24 to P-Series Rec., 2005]. On the basis of such
parameters, linear regression models like PARADISE [Walker et al., 1997] are
able to estimate mean overall quality judgments, as they could be obtained by
asking users. Although PARADISE usually covers only around 40-50% of the
variance in the individual judgments, it has been shown to lead to adequate
predictions of mean ratings of different users for different system configura-
tions [Engelbrecht and Möller, 2007], with correlations above 90%. In this way,
it supports system development by predicting the effect of system changes on
the overall quality and usability of the system.

However, for a detailed system evaluation and for identifying problematic
usage situations, a better prediction of judgments reflecting individual dialogs
– rather than mean values of groups of cases – is necessary. So far, it is not
completely clear why prediction of mean values is so much more accurate than
prediction of single judgments. Obviously, there is a more immediate relationship
between measured interaction parameters and perceived quality of the system,
but individual cases of judgment involve some variation induced by internal
processes of the user, which are hidden from our observation. In order to be able
to predict individual judgments, we review work related to quality perception
and judgment and propose a new architecture for a general quality prediction
model for SDSs in Section 2. Following this, we present some initial thoughts on
how parts of this architecture can be implemented in Section 3, and topics for
future work in Section 4.

E. André et al. (Eds.): PIT 2008, LNAI 5078, pp. 306–309, 2008.
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2 Quality Perception and Judgment Model

We build on previous research in the field of auditory quality [Raake, 2006]. Here,
the quality judgment process is modeled as the result of a comparison between
a perceptual event and an internal reference, happening in a specific temporal
and spatial context (thus the notion of “event”). The perceptual event results
from a physical event presented to the human listener. All three, the physical
and the perceptual event and the internal reference, can be described in terms
of a parametric profile, e.g. an energy profile for the physical event, or a factor-
loading profile of the perceptual event. By comparing the perceptual event to the
internal reference, a quality event is triggered. Perceptual and quality events are
hidden from observers, but can be described by the listener, e.g. using a rating
scale.

Models for predicting auditory quality on the basis of physical signals often try
to transform the physical sound event into a psycho-acoustic representation of
the perceptual event, e.g. in terms of loudness or other perceptual dimensions. A
reference signal is generated and represented in the same way, so that a simple
comparison can be performed as a distance between the two representations.
This distance is integrated over time and considered to be an estimation of the
quality event. It is quantified by mapping it to an appropriate rating scale.

We can assume that the processes involved in judging SDS quality are more
complex, because users actively participate in the interaction, and by this in
the generation of the stimulus to be judged upon. As a consequence, our ar-
chitecture includes components describing the process of taking actions in the
interaction. Such components have been proposed e.g. for the MeMo work-
bench [Möller et al., 2006], in terms of probabilistic rule-based simulations of
assumed user behavior. We postpone a detailed discussion of this part of the
model to future papers.

Fig. 1 shows our proposed architecture for a general model predicting SDS
quality. The upper part shows the four components involved in processing a
judgment on the auditory perception, as described in the previous section. While
we consider the same four components to be necessary in our model, they cer-
tainly differ in their details from the corresponding parts of a model predicting
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model
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Fig. 1. General architecture of a perception-based evaluation model
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auditory quality alone. The lower part shows internal processes of the user which
are involved in taking actions in the interaction with the SDS. Here, the user’s
goals and experiences have to be considered as determinants of a user behavior
model. User behavior has to be translated into actions, namely user utterances
generated by the action model.

If we consider the user interacting with the SDS, the physical, the perceptual
and the quality event will be largely influenced by the actions taken by the
user, and consequently by the reactions of the system. Note that immediate user
goals may depend on the quality event of the past interaction experience. In
turn, the user’s goals and experience will have an impact on the quality event,
by influencing the internal reference.

3 Description of Model Components

Since we feel that we are far from understanding the perception, judgment and
action process as a whole, we will focus on the detailed description of the upper
components of our architecture following the physical event.

Perception model: This model describes the peripheral and cognitive pro-
cesses transforming the physical event into a perceptual event. Measuring this
transformation is more complicated than for an audio stimulus, as the dimen-
sions underlying interactions are not as clear and cannot be separated eas-
ily. For the description of the physical event, we propose a parametric profile
on different levels, namely a surface level (e.g. number of utterances, dura-
tions), a semantic level (e.g. number of concepts), and a pragmatic level (e.g.
number of meta-communication events, appropriateness of system utterances)
[ITU-T Suppl. 24 to P-Series Rec., 2005]. For the description of the perceptual
dimensions, we propose to use factor analyses of questionnaire ratings, which have
shown to yield some generalizability [Hone and Graham, 2000,Möller, 2005].

Reference: The reference includes all individual and functional aspects of the
quality-formation process, e.g. the individual preferences of the user, habituation,
emotions, task specific aspects, etc. Parts of this reference fix the “ideal points”
on each dimension of the perceptual event. Other parts of the reference are trig-
gered by the user and system interaction behavior, or by the model components
in the lower part of our architecture. For example, an emotion like frustration
might be modeled in dependance of negative events, such as repetitive system
behavior in response to user actions. Individual preferences are predefined as
user characteristics; these characteristics will be linked to the experiences in the
lower part of our model.

Judgment model: The judgment model compares the perceptual event to a
similar representation which is part of the reference, e.g. using a distance or
similarity metric. Provided that the reference can be described in the same way
as the perceptual event, a simple distance can be computed. More sophisticated
models weight each dimension according to its impact on overall quality.
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Description model: The description model transforms the distance or similar-
ity measure of the judgment model into an interpretable index of quality, e.g.
expressed on a rating scale of a standard questionnaire. It should reflect scale
usage for the target user group and context. Either the judgment or the descrip-
tion model include aspects of the temporal development of the quality judgment
process during the interaction, e.g. in terms of an accumulation of “bad events”.

4 Future Work

The modules of our architecture are still incomplete, but we foresee that con-
siderable advances can be made in the near future. We think that an in-depth
analysis of the relations between the events is necessary to define appropriate
transformation models. This analysis can be supported by simulations of the
lower parts of the architecture [Möller et al., 2006]. The transformations are not
necessarily linear like PARADISE, as non-linear models can better predict ideal
points of individual perceptual and quality dimensions. The profiles and trans-
formations have to be verified for a range of systems and user groups. We think
that the final establishment of our complete model will make evaluation far more
efficient, and will ultimately foster advances in spoken dialogue technology.
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Beskow, Jonas 272
Bezold, Matthias 297
Braun, Jochen 141
Brueckner, Raymond 176
Buehler, Dirk 52

Callejas, Zoraida 221
Carvalho, Mara 156
Cavicchio, Federica 233
Corradini, Andrea 2

Danisman, Taner 205
Dausend, Marcel 268

Edlund, Jens 240, 252, 272, 293
Eggen, Berry 256
Ehrlich, Ute 268
Engelbrecht, Klaus-Peter 289, 306
Eyben, Florian 99

Ferreira, Ańıbal 156
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Gnjatović, Milan 14
Granström, Björn 272
Griol, David 60
Gruhn, Rainer 44, 52, 176
Gustafson, Joakim 240, 272, 293

Hangai, Seiichiro 132
Hank, Carolin 72
Heldner, Mattias 240
Hjalmarsson, Anna 252
Hunter, Phillip 81
Hurtado, Llùıs F. 60
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